Supplemental Appendix

The Value of Software

Roberto Gomez-Cram Alastair Lawrence

December 2024

Appendix Table of Contents

A - Additional Figures and Tables
B - Additional Analysis

C - Bayesian Learning Model

Al



Appendix A Additional Figures and Tables

A2



"SOLIISNPUI-qNS GOIFY 10UNSIp ¢] Suruueds swIy (80} L0 T 218
aIoy I, "suriojye[d aIemIJOs 10 2Iem)jos SUI[[os Pue SUIYLSID 0) S9JR[I SSOUISN] UTRUI 9} YIIYM I0J PUR 24pMif0s PIoM 9} SUIUIRIUOD SILIJSNPUI-NS [[B J09[oS

9A\ "UOIIONIISUOD o[dUres INO Ul PasT SOLIISNpul-qus (§OIFY) WoIsAS UOTeOYISse[) AIJSTPU] SSoUISTIE 0I0A0Y] 19G10% O[3 JO [ovd SISI[ S[(RY ST, 570N

arem)jog AIgsnpuj 9durUl] 1Y) arem)jog odAJ,-PoxXIJ\ Pue [eIoULr)

aIeM)JOG PUR S9IS UDIRSS OA\ arem)jog SuliesuIduy] pue usIsa(] 1Y) aIem)jog Juomegeur]y osLIdIo)uy [RISUSL)

oIem1jog pue solI§ [e1I0d gopn aremijog swo)sAg Sunyerad( aremijog JHH eoueidwo)) pue [eIOURUI]

aIem1jog pue so31g uorjeSIaeN oA\ 9IeM)JOG PUR S9}ISCOAN dUIRY) dUI[U() arem)jog juowaSeure]y A)1Inoeg ostdiojury

SIoYRIN 9Iem)Jog Juowdorord(] oA\ aremijog AIpsnpuj 4JoIJ-I0{-10N aIeM1JOG SIeMOPPIN ostdiojury

aremijog Surreaurus] pue uUSIso(] A eay] [enIIp aIeM1JOg AI1IND9G JIOMPON | OIRMIJOS SOIIAIOG SUOIJRIIUNUIUIOID[9], PeduR U
aIeM1JOS [0IIUO)) SNOWOUOINY S[OIYDA aIrem1Jog AOI[0 $S000Y AILINO0G YIOMIDN aremijog A1psnpuy A3rour

arem)jog AI9snpuj serIiy) 9I'M)JOS UOIJRIJSTUIUPY NIOMION 9IRM}JOS SATJOWOINY PappaquIy

aremiyjog A1psnpuj uorjeyrodsuer], aremjjog oyadg-A1psnpuy o[dimiy aIem)Jog TeuoIIRINPH

arem)jog Surpedf, orem1jog SulIedUISUG PUR UIISO(] BIPOWI NN oIem1jog oInjeusig-o

arem)jog 1roddng suorjersd() SUOIYRITUNUIUIOIN], aIem)jog 901 pue sawoy odAT -1yMN arem)jog quawrdoreas(d 3ni(q
arem)jog drgsuorje[oy IoWO0)SN) SUOIPRITUNIIOII[], arem)jog suoryeotddy uriojje[J O[IqOIN oIeM1JOS JUOTDOSRURIA] JUSWINOO(]
aremyjog JYH urey) Addng aIem)Jog AIISNpuU] JUSWUIRIDIUY PUR BIPSIA oIeM}JOS SINONIISRIU] J,] POYISISAI(]

SI0INQLI)SI(] 9IeMIJOS arem1Jog YD SuresIey |orem)jog uruue]J 92In0soy osLIdIojuy PoYISIoAI(]

arem)jog yuowdo[oad(] aremijog |oremijog suraysLg uoryeuriojuy sryderfoor) /Suiddeyy arem)jog dIysuorje[ey IoWOISN) POYISISAI(]

Sumnnsuo)) Surlesurduy] pue ufiso(] oIem)jog arem)jog A1isnpuj SuLmijoejnuey 9IeM)JOG JUSWIRSRUR]N JUSIUO)) POYISIOAI(]
arem)jog (V.S) UOIjeWoINY 9010, SI[eg aremijog AIpsnpuj SUIjUNOIDY pue XeJ, ‘(R3] oIeM}JOS 9INJONIISRIJU 95RI01S BIR(]
aremjjog A1isnpuj [rejey aTemIJog 28eIeyoIg /JustoSeuR]\ JUSUIISOAT] 9IBM)JOG 9JIATSG ISTO)SN))

aIem1Jog AIJsSnpuj UOIJONIISUO)) pue 9)e)sy [voY 2IeM)JOG 9OURINSU] oIeM)JOG SOUIRY) 9[OSUO))
aremijog A3IA130NpOIJ sorLreIqIT oremijoqg A110dolJ [enjoa[[eu] [2A9T-DT So101G aremjjog pue Ienduro))

aremijog Argpsnpuy ssordold pue JuLI g aIeM1JOG UIISO(] OTUOIOD[H [9AT-D] arem)jog (QVYD) uSiso@ popry Ienduro))

oIremijog SuIssed01J juswiie] oIremijog JHH S92IN0sey urwWN 9IeM1JOS SINJONIISRIJU] SUOIJRITUNUIUIO))

oIeM1JOS JUoTOSRURI B)R(] JUdIIR ] aremijog Arpsnpuy Areidsoyy 2IeM)JOG UOIU() JIPOI)) PUR YUuRy [RIOISUWIWO))

oIemijog AIpsSnpuj SUOI)eIIUNUIWIOIIO], IO oIeM}JOS RIPAWIYN]N 921 PUR SWOH aremijog JYH [0IIU0)) pue Juruue[J ssoulsng
aIeM)JOg JI0OMIDN 10Ul arem)jog jr1oddng suoryerad() aresyiesy 9IeM)JOG 9OUSSI[[PIU] Ssaulsng

aIemijog AIpsnpuj euLIeyJ pue oIedyi[esH IoylQ) 29IBM1JOS JUOWDSRUR]N 91D} aIem1Jjog AIJSnpuj oAT}0WOINY
oIeM1JOg QU0 J }IeW§ pue peYpuel I9y10 aIeM1JOG SoUIeY) dUOYJ }IBRUIG puR PloYpPURE aremijog justoSeur]y osLIdIojus] aATjoIOINY
oIem1Jog sourer) Ioyl()| oIemijog AIISnpuj 9dIAILG I[N PUR JUSTUIIAOL) oIeM1JOS JUOWDSRUR]A 19SSy

suwreu Ai1ysnpur §OIGY

sotueduwio)) aIem1Jos AJIJUSpP] 0} Pas() soLI)snNpUl-qNng Jo ISIT Ty 9[qrR],

A3



Table A.2. Largest Software Companies

Y

Market cap. Cumulative market share relative to Market Cap Cumulative market share relative to
Year Name (billions)  Softw. market cap. Total market cap. Year Name (billions)  Softw. market cap. Total market cap.
1996 Microsoft Corp 98.98 47.95 1.16 1997 Microsoft Corp 156.00 54.88 1.41
1996 CA Inc 18.15 56.74 1.37 1997 CA Inc 28.98 65.07 1.67
1996 PTC Inc 6.55 59.91 1.45 1997 Peoplesoft Inc. 8.73 68.14 1.75
1996 Peoplesoft Inc. 5.16 62.41 1.51 1997 BMC Software Inc 6.74 70.51 1.81
1996 Netscape Communications Corp 5.00 64.83 1.57 1997 PTC Inc 6.05 72.64 1.86
1996 BMC Software Inc 4.18 66.86 1.62 1997 McAfee Inc 3.70 73.94 1.89
1996 Cadence Design Systems Inc 3.27 68.44 1.66 1997 Altaba Inc 3.12 75.04 1.92
1996 Novell Inc. 3.26 70.02 1.70 1997 Adobe Inc 2.84 76.04 1.95
1996 Ascential Software Corp 3.07 71.51 1.73 1997 Edwards J D & Co 2.74 77.00 1.97
1996 Adobe Inc 2.67 72.80 1.76 1997 SunGard Data Systems Inc 2.68 77.94 2.00
1998 Microsoft Corp 342.56 63.53 2.52 1999 Microsoft Corp 602.43 48.74 3.42
1998 Altaba Inc 23.38 67.87 2.69 1999 Altaba Inc 115.27 58.07 4.07
1998 CA Inc 22.94 72.12 2.86 1999 CA Inc 37.70 61.12 4.28
1998 BMC Software Inc 9.67 73.92 2.93 1999 VERITAS Software Co 37.09 64.12 4.49
1998 McAfee Inc 9.15 75.61 3.00 1999 Ariba Inc 32.60 66.76 4.68
1998 Cadence Design Systems Inc 6.60 76.84 3.05 1999 BMC Software Inc 19.37 68.33 4.79
1998 Novell Inc. 6.12 77.97 3.09 1999 Siebel Systems Inc 15.53 69.58 4.88
1998 Netscape Communications Corp 6.05 79.09 3.14 1999 I2 Technologies Inc 15.00 70.80 4.96
1998 Peoplesoft Inc. 4.51 79.93 3.17 1999 Compuware Corp 13.33 71.88 5.04
1998 PTC Inc 4.34 80.73 3.20 1999 Novell Inc. 13.04 72.93 5.11

Table A.2 — continues in the next page




Table A.2. Largest Software Companies

v

Market cap. Cumulative market share relative to Market Cap Cumulative market share relative to
Year Name (billions)  Softw. market cap. Total market cap. Year Name (billions)  Softw. market cap. Total market cap.
2000 Microsoft Corp 231.29 37.23 1.43 2001 Microsoft Corp 357.95 59.12 2.51
2000 VERITAS Software Co 34.38 42.76 1.65 2001 CA Inc 19.87 62.40 2.65
2000 Siebel Systems Inc 29.92 47.58 1.83 2001 VERITAS Software Co 18.13 65.39 2.78
2000 Bea Systems Inc 25.88 51.74 1.99 2001 Siebel Systems Inc 13.07 67.55 2.87
2000 I2 Technologies Inc 22.07 55.30 2.13 2001 Peoplesoft Inc. 12.29 69.58 2.96
2000 Altaba Inc 16.88 58.01 2.23 2001 Altaba Inc 10.21 71.27 3.03
2000 Adobe Inc 14.02 60.27 2.32 2001 Intuit Inc. 9.07 72.76 3.09
2000 Ariba Inc 13.54 62.45 2.41 2001 SunGard Data Systems Inc 8.08 74.10 3.15
2000 CA Inc 11.56 64.31 2.48 2001 Adobe Inc 7.33 75.31 3.20
2000 Peoplesoft Inc. 10.70 66.03 2.54 2001 Bea Systems Inc 6.18 76.33 3.24
2002 Microsoft Corp 276.63 58.51 2.44 2003 Microsoft Corp 295.29 46.67 1.97
2002 Oracle Corp 56.91 70.55 2.95 2003 Oracle Corp 69.16 57.60 2.43
2002 Altaba Inc 9.73 72.60 3.03 2003 Altaba Inc 29.75 62.30 2.63
2002 Intuit Inc. 9.63 74.64 3.12 2003 VERITAS Software Co 15.88 64.82 2.73
2002 CA Inc 7.74 76.28 3.19 2003 CA Inc 15.83 67.32 2.84
2002 SunGard Data Systems Inc 6.67 77.69 3.24 2003 Intuit Inc. 10.49 68.98 2.91
2002 VERITAS Software Co 6.44 79.05 3.30 2003 Adobe Inc 9.31 70.45 2.97
2002 Peoplesoft Inc. 5.74 80.26 3.35 2003 Peoplesoft Inc. 8.20 71.74 3.02
2002 Adobe Inc 5.73 81.48 3.40 2003 SunGard Data Systems Inc 7.91 72.99 3.08
2002 Bea Systems Inc 4.71 82.47 3.44 2003 Siebel Systems Inc 6.94 74.09 3.12
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Table A.2. Largest Software Companies

9V

Market cap. Cumulative market share relative to Market Cap Cumulative market share relative to
Year Name (billions)  Softw. market cap. Total market cap. Year Name (billions)  Softw. market cap. Total market cap.
2004 Microsoft Corp 290.72 41.04 1.71 2005 Microsoft Corp 270.22 36.44 1.50
2004 Oracle Corp 71.69 51.15 2.14 2005 Alphabet Inc 82.76 47.60 1.96
2004 Altaba Inc 52.13 58.51 2.44 2005 Oracle Corp 63.03 56.10 2.31
2004 Electronic Arts Inc 18.93 61.19 2.56 2005 Altaba Inc 56.03 63.65 2.62
2004 Alphabet Inc 18.42 63.79 2.67 2005 Adobe Inc 21.86 66.60 2.74
2004 CA Inc 18.19 66.35 2.77 2005 Gen Digital Inc 18.24 69.06 2.85
2004 Adobe Inc 15.32 68.52 2.86 2005 CA Inc 16.32 71.26 2.94
2004 VERITAS Software Co 12.08 70.22 2.93 2005 Electronic Arts Inc 15.85 73.40 3.02
2004 Peoplesoft Inc. 9.95 71.63 2.99 2005 SunGard Data Systems Inc 10.44 74.86 3.08
2004 Autodesk Inc 8.71 72.86 3.04 2005 VERITAS Software Co 10.43 76.40 3.14
2006 Microsoft Corp 291.94 36.61 1.43 2007 Microsoft Corp 332.11 34.33 1.60
2006 Alphabet Inc 104.84 49.75 1.95 2007 Alphabet Inc 163.26 51.20 2.38
2006 Oracle Corp 88.82 60.89 2.39 2007 Oracle Corp 115.98 63.19 2.94
2006 Altaba Inc 34.74 65.25 2.56 2007 Altaba Inc 31.10 66.41 3.09
2006 Adobe Inc 24.20 68.28 2.68 2007 Adobe Inc 24.31 68.92 3.20
2006 Gen Digital Inc 19.34 70.71 2.77 2007 Electronic Arts Inc 18.52 70.83 3.29
2006 Electronic Arts Inc 15.61 72.66 2.85 2007 Gen Digital Inc 13.64 72.24 3.36
2006 CA Inc 11.87 74.15 291 2007 CA Inc 12.86 73.57 3.42
2006 Intuit Inc. 10.64 75.49 2.96 2007 Autodesk Inc 11.49 74.76 3.48
2006 Autodesk Inc 9.36 76.66 3.00 2007 Intuit Inc. 10.52 75.85 3.53

Table A.2 — continues in the next page




Table A.2. Largest Software Companies

Market cap. Cumulative market share relative to Market Cap Cumulative market share relative to

Year Name (billions)  Softw. market cap. Total market cap. Year Name (billions)  Softw. market cap. Total market cap.

L'V

2008 Microsoft Corp 172.80 32.33 1.41 2009 Microsoft Corp 268.56 32.14 1.70
2008 Oracle Corp 89.47 49.07 2.14 2009 Alphabet Inc 151.03 50.21 2.66
2008 Alphabet Inc 73.86 62.89 2.75 2009 Oracle Corp 122.93 64.92 3.44
2008 Altaba Inc 16.98 66.07 2.89 2009 Altaba Inc 23.59 67.75 3.59
2008 Gen Digital Inc 11.30 68.18 2.98 2009 Adobe Inc 19.22 70.05 3.71
2008 Activision Blizzard Inc 11.23 70.28 3.07 2009 Gen Digital Inc 14.42 71.77 3.80
2008 Adobe Inc 11.20 72.38 3.16 2009 Activision Blizzard Inc 13.89 73.44 3.89
2008 CA Inc 9.53 74.16 3.24 2009 CA Inc 11.57 74.82 3.97
2008 Bea Systems Inc 7.93 75.19 3.28 2009 Baidu Inc 10.82 76.12 4.03
2008 Intuit Inc. 7.61 76.61 3.34 2009 Intuit Inc. 9.73 77.28 4.10
2010 Microsoft Corp 234.53 25.73 1.28 2011 Microsoft Corp 217.82 24.80 1.24
2010 Oracle Corp 158.14 43.07 2.15 2011 Alphabet Inc 167.85 43.92 2.19
2010 Alphabet Inc 144.70 58.95 2.94 2011 Oracle Corp 128.91 58.60 2.93
2010 Baidu Inc 26.18 61.82 3.08 2011 Baidu Inc 31.59 62.19 3.10
2010 Altaba Inc 21.77 64.21 3.20 2011 Altaba Inc 19.58 64.42 3.22
2010 Salesforce Inc 17.34 66.11 3.30 2011 Intuit Inc. 15.63 66.20 3.30
2010 Adobe Inc 15.45 67.80 3.38 2011 Activision Blizzard Inc 13.96 67.79 3.38
2010 Intuit Inc. 15.31 69.48 3.46 2011 Adobe Inc 13.90 69.37 3.46
2010 Activision Blizzard Inc 14.72 71.10 3.54 2011 Salesforce Inc 13.80 70.95 3.54
2010 Citrix Systems Inc 12.83 72.50 3.61 2011 Gen Digital Inc 11.42 72.25 3.61
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Table A.2. Largest Software Companies

8V

Market cap. Cumulative market share relative to Market Cap Cumulative market share relative to
Year Name (billions)  Softw. market cap. Total market cap. Year Name (billions)  Softw. market cap. Total market cap.
2012 Microsoft Corp 223.67 23.18 1.13 2013 Alphabet Inc 313.04 22.78 1.22
2012 Alphabet Inc 189.19 42.79 2.08 2013 Microsoft Corp 310.50 45.38 2.44
2012 Oracle Corp 157.75 59.13 2.88 2013 Oracle Corp 172.07 57.90 3.11
2012 Baidu Inc 27.54 61.99 3.02 2013 Baidu Inc 49.07 61.47 3.30
2012 Salesforce Inc 23.87 64.46 3.14 2013 Altaba Inc 41.02 64.46 3.46
2012 Altaba Inc 22.19 66.76 3.25 2013 Salesforce Inc 33.28 66.88 3.59
2012 Adobe Inc 18.62 68.69 3.35 2013 Adobe Inc 29.72 69.04 3.71
2012 Intuit Inc. 17.61 70.52 3.43 2013 Intuit Inc. 21.74 70.62 3.79
2012 Cerner Corp 13.34 71.90 3.50 2013 Cerner Corp 19.16 72.02 3.87
2012 Gen Digital Inc 12.97 73.24 3.57 2013 Gen Digital Inc 16.31 73.20 3.93
2014 Microsoft Corp 381.73 23.73 1.36 2015 Alphabet Inc 489.26 26.37 1.84
2014 Alphabet Inc 331.25 44.32 2.54 2015 Microsoft Corp 439.68 50.06 3.50
2014 Oracle Corp 197.48 56.59 3.25 2015 Oracle Corp 153.47 58.33 4.08
2014 Baidu Inc 63.16 60.52 3.47 2015 Alibaba Group Holding Ltd 81.06 62.70 4.39
2014 Alibaba Group Holding Ltd 51.77 63.74 3.66 2015 Salesforce Inc 52.06 65.51 4.58
2014 Altaba Inc 47.32 66.68 3.83 2015 Baidu Inc 51.23 68.27 4.77
2014 Salesforce Inc 37.42 69.00 3.96 2015 Adobe Inc 46.76 70.79 4.95
2014 Adobe Inc 36.17 71.25 4.09 2015 Altaba Inc 31.56 72.49 5.07
2014 Intuit Inc. 26.32 72.89 4.18 2015 Activision Blizzard Inc 28.43 74.02 5.18
2014 Cerner Corp 22.08 74.26 4.26 2015 Intuit Inc. 25.48 75.39 5.27

Table A.2 — continues in the next page




Table A.2. Largest Software Companies

6’V

Market cap. Cumulative market share relative to Market Cap Cumulative market share relative to
Year Name (billions)  Softw. market cap. Total market cap. Year Name (billions)  Softw. market cap. Total market cap.
2016 Alphabet Inc 503.07 27.52 1.75 2017 Alphabet Inc 679.96 26.86 1.99
2016 Microsoft Corp 480.34 53.80 3.42 2017 Microsoft Corp 659.09 52.89 3.92
2016 Oracle Corp 157.74 62.43 3.97 2017 Oracle Corp 195.72 60.62 4.49
2016 Alibaba Group Holding Ltd 115.07 68.28 4.38 2017 Adobe Inc 86.09 64.02 4.74
2016 Adobe Inc 50.88 71.06 4.56 2017 Salesforce Inc 73.84 66.94 4.96
2016 Salesforce Inc 46.49 73.60 4.72 2017 Baidu Inc 65.75 69.54 5.15
2016 Baidu Inc 45.24 76.08 4.88 2017 Altaba Inc 48.22 71.66 5.31
2016 Altaba Inc 36.94 78.10 5.01 2017 Activision Blizzard Inc 47.97 73.55 5.45
2016 Intuit Inc. 29.42 79.71 5.11 2017 Intuit Inc. 40.34 75.15 5.57
2016 Activision Blizzard Inc 26.92 81.18 5.20 2017 Electronic Arts Inc 32.25 76.42 5.66
2018 Microsoft Corp 780.36 28.83 2.52 2019 Microsoft Corp 1200.25 31.50 3.06
2018 Alphabet Inc 674.83 53.76 4.69 2019 Alphabet Inc 858.94 54.05 5.25
2018 Oracle Corp 162.04 59.74 5.21 2019 Oracle Corp 169.94 58.51 5.69
2018 Adobe Inc 110.33 63.82 5.57 2019 Adobe Inc 159.08 62.68 6.09
2018 Salesforce Inc 104.78 67.69 5.91 2019 Salesforce Inc 144.26 66.47 6.46
2018 Intuit Inc. 51.08 69.58 6.07 2019 Intuit Inc. 68.18 68.26 6.64
2018 Baidu Inc 44.20 71.21 6.21 2019 ServiceNow Inc 53.25 69.65 6.77
2018 Activision Blizzard Inc 35.55 72.52 6.33 2019 Activision Blizzard Inc 45.68 70.85 6.89
2018 ServiceNow Inc 31.92 73.70 6.43 2019 Shopify Inc 41.21 71.93 6.99
2018 Roper Technologies Inc 28.29 74.73 6.51 2019 Autodesk Inc 40.29 72.99 7.10
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Table A.2. Largest Software Companies

Market cap. Cumulative market share relative to Market Cap Cumulative market share relative to
Year Name (billions)  Softw. market cap. Total market cap. Year Name (billions)  Softw. market cap. Total market cap.
2020 Microsoft Corp 1678.38 28.00 3.54 2021 Microsoft Corp 2525.08 30.92 4.28
2020 Alphabet Inc 1102.83 46.40 5.87 2021 Alphabet Inc 1787.70 52.81 7.31
2020 Adobe Inc 239.56 50.39 6.38 2021 Adobe Inc 269.35 56.11 7.77
2020 Salesforce Inc 203.61 53.79 6.81 2021 Salesforce Inc 250.32 59.18 8.19
2020 Oracle Corp 190.45 56.97 7.21 2021 Oracle Corp 232.89 62.03 8.59
2020 Shopify Inc 124.56 59.04 7.47 2021 Intuit Inc. 182.14 64.26 8.90
2020 ServiceNow Inc 107.39 60.84 7.70 2021 Shopify Inc 156.52 66.17 9.16
2020 Intuit Inc. 99.80 62.50 7.91 2021 ServiceNow Inc 129.17 67.76 9.38
2020 Block Inc 83.53 63.89 8.08 2021 Snowflake Inc 103.76 69.03 9.56
2020 Activision Blizzard Inc 71.89 65.09 8.24 2021 Snap Inc 63.75 69.81 9.66
2022 Microsoft Corp 1785.94 35.88 3.89 2023 Microsoft Corp 2794.83 39.51 5.01
2022 Alphabet Inc 1055.04 57.08 6.19 2023 Alphabet Inc 1626.06 62.50 7.93
2022 Oracle Corp 220.39 61.51 6.68 2023 Adobe Inc 271.45 66.33 8.41
2022 Adobe Inc 155.48 64.63 7.01 2023 Oracle Corp 255.73 70.65 8.93
2022 Salesforce Inc 132.59 67.29 7.30 2023 Salesforce Inc 254.72 74.25 9.39
2022 Shopify Inc 109.57 68.78 7.50 2023 Intuit Inc. 174.97 76.72 9.70
2022 Intuit Inc. 109.34 70.98 7.74 2023 ServiceNow Inc 144.83 78.77 9.96
2022 ServiceNow Inc 78.59 72.56 7.91 2023 Synopsys Inc 78.26 79.87 10.10
2022 Activision Blizzard Inc 60.03 73.77 8.04 2023 Cadence Design Systems Inc 74.00 80.92 10.24
2022 VMware Inc 52.23 74.81 8.16 2023 Activision Blizzard Inc 73.67 82.10 10.38

Notes: This table lists the ten largest software companies by market capitalization for each year from 1996 to 2023 as well as the cumulative market
share relative to the market capitalization of all software companies and relative to the total market capitalization.



Fig. A.1. Software Mentions in Earnings Calls
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Notes: This figure shows the percentage of earnings calls that mention at least one of the following
words: software, digital, or cloud. We present average values at both quarterly (gray line) and yearly
(blue line) frequencies. The figure spans the period from January 2008 through February 2022.
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Fig. A.2. Biases in Analysts’ Forecasts: Post 2006
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Notes: This figure shows the average forecast bias for every quarter in our sample for software companies,
non-software growth companies, and all non-software companies. Each line in the figure represents
the average forecast error across the current quarter and the subsequent three quarters, while NBER
recession dates are indicated by gray shaded bars. The sample spans from 2006Q1 to 2023Q3.
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Table A.3. Summary Statistics: Biases in Analysts’ Forecasts

A: Software companies
Forecast horizon in quarters

1 2 3 4

Mean 2.21 1.78 2.21 2.94

t-statistic [6.88] [2.69] [2.16] [2.06]
std 20.51 39.33 55.27 73.10
5% -8.59 -20.90 -31.19 -38.79
25% -0.25 -3.23 -5.91 -7.84
50% 1.78 1.45 0.93 0.60
75% 4.65 6.15 7.43 8.78
95% 13.06 20.90 28.26 37.53
Observations 13,417 12,893 12,243 11,604 1

B: All non-software companies
Forecast horizon in quarters

1 2 3 4
Mean .54 0.03 AT 2.95
t-statistic [7.15] [0.08] [-2.36] [-2.98]
std 35.69 62.30 92.90 119.26
5% -15.07 -27.37 -36.90 -43.39
25% -2.15 -5.06 -7.42 9.34
50% 0.81 0.25 -0.22 -0.55
75% 4.34 5.63 6.81 8.01
95% 18.78 27.15 35.71 43.48
Observations 212,216 202,313 189,954 178,155

C: Non-software growth companies
Forecast horizon in quarters

1 2 3 4

Mean 2.41 -0.24 -4.64 -8.09

t-statistic [6.07] [-0.29] [-3.71] [-4.54]
std 45.08 86.90 130.82 169.30
5% -16.62 -35.00 -53.45 -66.53
25% -1.62 -4.97 -7.98 -10.55
50% 1.08 0.50 -0.07 -0.56
5% 4.55 5.93 6.98 7.83
95% 20.61 30.87 40.40 46.81
Observations 26,329 95.375 93,994 99,637

Notes: This table presents summary statistics of forecast errors for software companies, all non-software
companies, and non-software growth companies. The sample spans from 1996Q1 to 2023Q3.
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Table A.4. Biases in Analysts’ Forecasts: Robustness to the Measure of
Consensus

Forecast horizon in quarters

Coef Variable 1 2 3 4

A: Using the median forecast as the measure of consensus

a 1 2.21 1.78 2.21 2.94
t-statistic [6.88] [2.69] [2.16] [2.06]

Observations 13,417 12,893 12,243 11,604

B: Using the mean forecast as the measure of consensus

a 1 2.02 1.50 2.07 2.77
t-statistic [5.84] [2.14] [2.03] [1.95]

Observations 13,418 12,894 12,243 11,604

Notes: This table presents the average forecast error for software companies using either the median
forecast among analysts as the measure of consensus (Panel A) or the mean forecast (Panel B). The
t-statistics, calculated using standard errors clustered by both firm and year-quarter, are included in
square brackets. All forecast errors are presented as percentages. The sample spans from 1996Q1 to
2023Q3.
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Table A.5. Biases in Analysts’ Forecasts: Subsample Analysis

Sample of software companies
Forecast horizon in quarters

Coef Variable 1 2 3 4

A: Full sample period: 1996 to 2023

a 1 2.21 1.78 2.21 2.94
t-statistic [6.88] [2.69] [2.16] 2.06]

Observations 13,417 12,893 12,243 11,60

B: Sample period: 1996 to 2005

a 1 0.28 -2.26 -3.05 -5.13
t-statistic [0.27] [-1.18] [-0.98] [-1.20]

Observations 2,871 2,750 2,630 2,462

C: Sample period: 2006 to 2015

a 1 2.51 2.79 3.79 5.41
t-statistic [6.56] [3.00] [2.65] 2.80]

Observations 5,021 4,918 4,751 4,605

D: Sample period: 2016 to 2023

a 1 2.94 2.96 3.51 4.82
t-statistic [8.80] [4.07] [3.04] 2.82]

Observations 5,525 5,225 4,862 4,537

Notes: This table presents the average forecast error for software companies across various subperiods.
Panel A details results for the entire 28-year span from 1996 to 2023. Panels B, C, and D focus on the
intervals 1996-2005, 2006-2015, and 2016-2023, respectively. We include t-statistics in square brackets,
calculated using standard errors that are clustered by both firm and year-quarter. All forecast errors are
presented as percentages.
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Table A.6. Biases in Analysts’ Forecasts: Robustness No Winsorization

Sample of software companies
Forecast horizon in quarters

Coef Variable 1 2 3 4

A: Sample period: 1996 to 2023

a 1 3.33 2.34 4.63 6.42
t-statistic [3.03] [2.49] [2.70] [2.05]

Observations 13,421 12,898 12,249 11,608

B: Sample period: 1996 to 2005

a 1 5.40 0.82 5.65 6.07
t-statistic [1.07] [0.26] [0.86] [0.48]

Observations 2,873 2,752 2,634 2,463

C: Sample period: 2006 to 2023

a 1 2.76 2.75 4.34 6.51
t-statistic [10.14] [3.41] [3.54] [3.19]

Observations 10,548 10,146 9,615 9,145

Notes: This table presents the average forecast error for software companies when we do not winsorize
outliers. We present results across various subperiods. Panel A details results for the entire 28-year
span from 1996 to 2023. Panels B and C focus on the intervals 1996-2005, 2006-2023, respectively. We
include t-statistics in square brackets, calculated using standard errors that are clustered by both firm
and year-quarter. All forecast errors are presented as percentages.
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Table A.7. Biases in Analysts’ Forecasts: Robustness Winsorize Outliers at
the 99% Level in Absolute Value

Sample of software companies
Forecast horizon in quarters

Coef Variable 1 2 3 4

A: Sample period: 1996 to 2023

a 1 2.07 1.28 0.61 0.49
t-statistic [8.95] [2.71] [0.89] [0.52]

Observations 13,384 12,855 12,198 11,546

B: Sample period: 1996 to 2005

a 1 1.16 -1.21 -2.72 -4.90
t-statistic [1.60] -0.84] -1.18] [-1.50]

Observations 2,863 2,738 2,616 2,442

C: Sample period: 2006 to 2023

a 1 2.32 1.95 1.52 1.93
t-statistic [11.59] [4.84] [2.68] [2.57]

Observations 10,5621 10,117 9,582 9,104

Notes: This table presents the average forecast error for software companies when we winsorize outliers
by removing forecast errors that exceed the 99th percentile in absolute value for each forecast horizon.
We present results across various subperiods. Panel A details results for the entire 28-year span from
1996 to 2023. Panels B and C focus on the intervals 1996-2005, 2006-2023, respectively. We include
t-statistics in square brackets, calculated using standard errors that are clustered by both firm and
year-quarter. All forecast errors are presented as percentages.
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Table A.8. Biases in Analysts’ Forecasts: Robustness to Market Cap

I IT I11

Software All non-software  I-1II  Non-software growth I1-1II
(1) (2) (3) (4) (5)

Forecast horizon: 1 quarter

Average bias 2.25 1.46 0.79 1.80 0.45
t-statistic [8.99] [6.81] [2.96] [4.72] [1.15]

Observations 13,143 178,714 191,857 22,861 36,004

Forecast horizon: 2 quarters

Average bias 1.66 -0.18 1.84 -0.80 2.46
t-statistic [2.80] [-0.38] [2.91] [-0.90] [2.64]

Observations 12,174 162,505 174,679 20,958 33,132

Forecast horizon: 3 quarters

Average bias 1.92 -1.72 3.64 -4.85 6.76
t-statistic [2.13] [-2.91] [3.97] [-4.05] [4.85]

Observations 11,018 142,100 153,118 18,456 29,474

Forecast horizon: 4 quarters

Average bias 3.11 -2.05 5.16 -7.86 10.98
t-statistic [2.63] [-2.83] [4.25] [-4.85] [5.76]

Observations 10,143 124,764 134,907 16,185 26,328

Notes: This table presents the average forecast error for companies that have more than two analysts

following the firm. Columns 1, 2, and 4 present regression results for the equation: eilj_)hl ;= an+ ug?h,

where eglj_)h‘ , is the forecast error for company k at horizon h, aj is the average bias at horizon h,
and ugi)h is the error term. The regressions are run separately for the set of software companies, all

non-software companies, and non-software growth firms. In columns 3 and 5, we estimate the following
regression: eii)h‘ ;,=a+b- 15/5?1” + “Ei)m where 1,5?10 is an indicator variable set to one if company &
is classified as a software company in period ¢, and zero otherwise. The coefficient b represents the
difference in average bias between software companies and the comparison group. Column 3 uses all
non-software companies as the comparison group, while column 5 uses only non-software growth firms.
The t-statistics, calculated using standard errors clustered by both firm and date, are reported in square

brackets. The forecast errors are expressed in percent. The sample spans from 1996Q1 to 2023Q3.
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Table A.9. Biases in Individual Analysts’ Forecasts

Subsample of analysts covering software companies
Forecast horizon in quarters

Coef Variable 1 2 3 4

a 1 1.38 0.39 -0.09 -0.04
t-statistic 8.36] [0.98] [-0.16] [-0.06]

b 1, 1.32 2.13 2.88 3.22
t-statistic [7.20] [5.51] [4.94] [4.52]

Observations 460,393 344,219 279,823 231,981

Notes: This table presents regression results for the equation: egi}?‘ ,=a+b- 1§f€s)w + uii’}?, using only

the sample of analysts who issue forecasts for software companies. The variable 15/{?1” is an indicator
variable set to one if company k is classified as a software company in period t and zero otherwise. egi;)‘ .
denotes the forecast error of analyst i for firm k. The t-statistics, based on standard errors clustered
by both analyst and year-quarter, are reported in square brackets. The forecast error is expressed in

percent, and the sample spans from 1996Q1 to 2023Q3.
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Table A.10. Biases in Analysts’ Forecasts: Other Industries

A: Prepackaged software (7372)
Forecast horizon in quarters

Coef Variable 1 2 3 4

a 1 1.76 0.51 0.70 2.34
t-statistic [2.82] [0.35] [0.39] [1.10]

Observations 5,677 3,958 3,164 2,573

B: Computer programming, data processing (7370)
Forecast horizon in quarters

Coef Variable 1 2 3 4

a 1 1.53 1.02 0.67 0.62
t-statistic [4.64] [1.58] [0.75] [0.60]

Observations 29,267 22,321 17,970 14,356

C: Semiconductors and related devices (3674)
Forecast horizon in quarters

Coef Variable 1 2 3 4

a 1 1.68 0.64 -0.35 -0.68
t-statistic [5.09] [0.62] [-0.25] [-0.40]

Observations 19,989 16,183 14,273 12,560

D: Computer integrated systems design (7373)
Forecast horizon in quarters

Coef Variable 1 2 3 4

a 1 1.01 -0.14 -0.55 -0.26
t-statistic [3.49] [-0.21] [-0.51] [-0.18]

Observations 5,304 3,797 3,199 2,784

E: Data processing and preparation (7374)
Forecast horizon in quarters

Coef Variable 1 2 3 4

a T T.19 T.10 1.27 2.29
t-statistic [1.69] [1.26] [1.16] [1.71]

Observations 9,523 7,379 6,125 5,163

F: Computer facilities management (3576)
Forecast horizon in quarters

Coef Variable 1 2 3 4

a 1 1.31 1.04 0.82 0.72
t-statistic [3.98] [1.47] [0.74] [0.49]

Observations 9,633 7,668 6,711 5,975

Notes: This table presents the average forecast error for individual analysts covering non-software
companies in industries related to the software sector. We identify these industries by examining the
coverage of analysts who issue forecasts for both software and non-software companies. The top 6
industries are selected based on the frequency of such overlapping coverage. Panels A to F report the
average forecast errors for non-software companies within the Prepackaged Software industry (SIC code
7372), Computer Programming and Data Processing (7370), Semiconductors and Related Devices (3674),
Computer Integrated Systems Design (7373), Data Processing and Preparation (7374), and Computer
Facilities Management (3576). For each industry, we provide the corresponding SIC code in parentheses.
The t-statistics, calculated using standard errors clustered by both firm and year-quarter, are reported
in square brackets. All forecast errors are expressed as percentages.
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Table A.11. Learning within a Specific Forecaster

Forecast horizon in quarters

Coet Variable 1 2 3 4

a 1 3.05 3.11 3.85 4.06
t-statistic [11.96] [6.12] [4.57] [3.82]

b 150 -0.40 -0.48 -0.90 -0.40
t-statistic [-2.07] [-1.59] [-1.63] [-0.63]

c e -0.90 -1.63 -2.85 -2.69
t-statistic -3.26] -4.02] [-4.22] -3.35]
Observations 105,641 76,775 62,492 53,162

Notes: This table presents regression results for the equation: eii,?l , =a+b 1§kj(;)€dium +c- 1&22 oh +uii’?,

where 1&’}?6 dium and 1%’3;2 gk are indicator variables taking a value of 1 if analyst i has issued a medium
or high number of forecasts, respectively, about software company k. The medium and high thresholds
are based on the middle and top terciles of the distribution of the number of forecasts made by all
analysts. t-statistics, based on standard errors clustered by both analyst and year-quarter, are reported
in square brackets. Forecast errors are expressed in percent, and the sample spans from 1996Q1 to

2023Q3.

Table A.12. Learning within the Consensus Forecast

Forecast horizon in quarters

Coef Variable 1 2 3 4
a 1 2.92 3.17 4.42 5.13
t-statistic [4.68] [2.16] [1.68] [1.34]
b O edium -0.94 -1.54 -2.42 -1.76
t-statistic [-1.16] [-0.93] [-0.88] [-0.44]
¢ 1o -1.13 -2.49 -3.95 -4.44
t-statistic [-1.64] [-1.61] [-1.47] [-1.15]
Observations 13,418 12,894 12,244 11,605
Notes: This table presents regression results for the equation: egi)h‘t =a+b- 1£f€]3/[edmm +c- 1g€f)ugh —Q—uglj_)m
where 15?/[edium and 1&’%1 gh are indicator variables taking a value of 1 if the analysts’ consensus has

issued a medium or high number of forecasts, respectively, about software company k. The medium and
high thresholds are based on the middle and top terciles of the distribution of the number of forecasts
made for each company k at each time period t. t-statistics, based on standard errors clustered by both
analyst and year-quarter, are reported in square brackets. Forecast errors are expressed in percent, and

the sample spans from 1996Q1 to 2023Q3.
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Fig. A.3. Learning within a Specific Forecaster
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Notes: This figure shows the average forecast error for non-software growth companies (upper panel) and
all non-software companies (lower panel) based on the number of prior forecasts an analyst ¢ has issued

for company k before time ¢. Each line represents the average forecast error for the current quarter and
the subsequent three quarters. The sample covers the period from 1996 to 2023.
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Fig. A4. Biases in Firm Forecasts
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Notes: This figure reports the mean forecast errors associated with one-quarter-ahead management
guidance values for software and non-software firms, in percentages. The bands represent the range of

forecasts provided by management. The gray shaded bars represent NBER recession dates. The figure
spans from 2003 to 2023.
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Table A.13. Performance Evaluation and Alphas: Subsample Analysis

A: Equally-weighted returns

Software minus all non-software Software minus non-software growth
1996 - 2023 1996 - 2005 2006 - 2023 1996 - 2023 1996 - 2005 2006 - 2023
(1) (2) (3) (4) (5) (6)
Average return spread 7.61 11.30 5.56 11.48 19.78 6.88
t-statistic [2.12] [1.27] [2.06] [4.05] [3.62] [3.84]
Three-factor alpha 6.16 12.20 4.21 11.30 17.37 7.52
t-statistic [2.38] [1.85] [2.80] [4.64] [3.10] [4.57]
Four-factor alpha 6.12 13.37 4.01 10.59 15.99 7.36
t-statistic [2.48] [2.15] [2.52] [4.78] [3.08] [4.38]
B: Value-weighted returns
Software minus all non-software Software minus non-software growth
1996 - 2023 1996 - 2005 2006 - 2023 1996 - 2023 1996 - 2005 2006 - 2023
(1) (2) (3) (4) (5) (6)
Average return spread 5.71 5.57 5.79 4.71 8.17 2.78
t-statistic [2.11] [0.90] [2.59] [2.49] [1.93] [1.56]
Three-factor alpha 4.85 12.65 3.99 3.46 10.63 2.40
t-statistic [2.37] [2.50] [2.18] [1.78] [2.31] [1.22]
Four-factor alpha 4.75 12.59 3.91 3.35 10.85 2.29
t-statistic [2.28] [2.14] [2.09] [1.66] [1.99] [1.13]

Notes: This table presents performance evaluation measures and factor alphas for long-short portfolios,
with Panel A focusing on equally-weighted portfolios and Panel B on value-weighted portfolios. In
both panels, Columns 1 to 3 show results for the portfolio that buys software companies and sells
all non-software companies, while Columns 4 to 6 present results for the portfolio that buys software
companies and sells non-software growth companies. All returns are annualized and expressed as a
percentage per year by multiplying monthly returns by 1,200. The t-statistics are reported in brackets.
The sample period spans from January 1996 through December 2023.
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Table A.14. Performance Evaluation and Alphas: Controlling for microcap
stocks

A: Equally-weighted returns using non-microcaps
Software minus all non-software Software minus non-software growth

1996 - 2023 1996 - 2005 2006 - 2023 1996 - 2023 1996 - 2005 2006 - 2023
(1) (2) 3) (4) (5) (6)

Average return spread 7.13 7.93 6.68 7.21 11.98 4.57
t-statistic [1.87] [0.82] [2.37] [2.66] [1.89] [2.28]
Three-factor alpha 5.23 10.05 4.77 6.53 10.90 4.67
t-statistic [0.92] [1.46] [3.05] [2.78] [1.75] [2.93]
Four-factor alpha 4.83 10.31 4.45 5.63 8.98 4.44
t-statistic [2.16] [1.74] [2.66] 3.02] [1.76] [2.62]
B: Equally-weighted returns using microcaps
Software minus all non-software Software minus non-software growth
1996 - 2023 1996 - 2005 2006 - 2023 1996 - 2023 1996 - 2005 2006 - 2023
(1) (2) (3) (4) (5) (6)
Average return spread 9.05 17.17 4.54 17.78 29.01 11.54
t-statistic [2.38] [2.05] [1.65] [5.11] [4.76] [6.15]
Three-factor alpha 8.40 17.06 4.30 18.37 25.01 12.98
t-statistic [2.54] [2.15] [2.01] [5.83] [4.04] [6.00]
Four-factor alpha 9.07 20.74 4.17 18.01 25.32 12.81
t-statistic [2.39] [2.41] [1.99] [5.56] [3.88] [6.09]

Notes: This table presents performance evaluation measures and factor alphas for long-short portfolios,
with Panel A focusing on equally-weighted portfolios using non-microcap stocks and Panel B on equally-
weighted portfolios using microcap stocks. Microcap stocks are those smaller than the 20th percentile
of the market equity for NYSE stocks. In both panels, Columns 1 to 3 show results for the portfolio
that buys software companies and sells all non-software companies, while Columns 4 to 6 present results
for the portfolio that buys software companies and sells non-software growth companies. All returns
are annualized and expressed as a percentage per year by multiplying monthly returns by 1,200. The
t-statistics are reported in brackets. The sample period spans from January 1996 through December
2023.
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Fig. A.5. Cumulative Returns on Value-weighted Portfolios
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Notes: The top panel plots the cumulative returns to a value weighted portfolio of software companies,
non-software companies, and non-software growth companies from January 1996 to December 2023. The
y-axis is on a log scale and all portfolios start with a $1 investment in 1996, assuming no transaction
costs. The lower left panel plots rolling one-year returns for each portfolio, and the lower right panel
shows the drawdown of each portfolio, which measures the maximum loss from a peak to a trough before
a new peak is attained.
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Table A.15. Performance Evaluation and Alphas: Value firms

Software value minus non-software value

1996 - 2023 1996 - 2005 2006 - 2023
(1) (2) (3)
Average return spread 8.01 12.82 5.34
t-statistic [1.90] [1.27] [1.51]
Three-factor alpha 7.85 11.98 5.14
t-statistic [2.20] [1.27] [2.18]
Four-factor alpha 7.72 11.35 5.23
t-statistic [2.76] [1.42] [2.28]

Notes: This table presents performance evaluation measures and factor alphas for long-short value-
weighted portfolios. Columns 1 to 3 show results for the portfolio that buys software value companies
and sells non-software value companies. We classify a company as value if it belongs to the highest five
deciles of portfolios sorted on Book-to-Market ratio. Returns are annualized and expressed in percent
per year by multiplying monthly returns by 1,200. The t-statistics are reported in brackets. The sample

spans from January 1996 through December 2023.

Table A.16. Performance Evaluation and Alphas: Value-minus-growth returns

A: Sample of software companies
Value minus growth

1996 - 2023 1996 - 2005 2006 - 2023
(1) (2) (3)
Average return spread 2.12 11.56 -3.13
t-statistic [0.39] [0.91] [-0.93]
Three-factor alpha 2.54 -0.18 -0.55
t-statistic [0.64] [-0.02] [-0.18]
Four-factor alpha 2.15 -2.48 -0.25
t-statistic [0.66] [-0.26] [-0.08]

B: Sample of non-software companies
Value minus growth

1996 - 2023 1996 - 2005 2006 - 2023
(1) (2) (3)
Average return spread -0.70 5.84 -4.33
t-statistic [-0.23] [0.99] [-1.57]
Three-factor alpha -1.83 -3.24 -2.49
t-statistic [-1.81] [-1.99] [-2.41]
Four-factor alpha -1.82 -2.92 -2.48
t-statistic [-1.87] [-1.62] [-2.40]

Notes: This table presents performance evaluation measures and factor alphas for value-growth value-
weighted portfolios. Panel A reports results for the sample of software companies, while Panel B
reports results for the sample of non-software companies. All returns are annualized and expressed as a
percentage per year by multiplying monthly returns by 1,200. The t¢-statistics are reported in brackets.
The sample period spans from January 1996 through December 2023.
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Table A.17. Coibion-Gorodnichenko Regressions using Long-Term Forecasts

Software Non-software
Forecast horizon in years Forecast horizon in years
1 2 3 4 1 2 3 4
Data consensus 0.09 0.16 027 - 0.05 0.03 0.21 -
t-statistic 3.63] [2.67] [1.34] - [4.87]  [1.05] [3.86] -
Data individual ~ 0.15 0.27 0.5 - 0.05 0.02 019 -
t-statistic [5.51]  [2.69] [1.88] - [2.08] [0.57] [247] -

Notes: This table presents Coibion-Gorodnichenko regression coefficients for horizons of one, two, and
three years. The t-statistics are presented in brackets, where standard errors are clustered by both firm
and date. The forecast horizons are in years, and the forecast errors and forecast revisions used in the
tests are expressed in percent. The sample spans from 1996 to 2023.
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Appendix B Additional analyses

This section presents additional robustness tests and analyses. The subsections are
self-contained, enabling readers to selectively navigate through them without loss.

B.1 Stock return predictability around revenue announcements

In this section, we examine the predictability of stock returns around revenue announce-
ments. Specifically, we investigate the immediate price reactions in the minutes following
quarterly revenue announcements, as well as the long-term price dynamics over the year
following the same announcements.

Immediate stock price reaction. We use high-frequency data to show the differential
price reaction to revenue announcements for software, all non-software and non-software
growth companies in a narrow window around the time of revenue announcement. The
high-frequency data comes from the New York Stock Exchange (2003-2023) Trade and
Quote (TAQ) dataset, and we consider all stocks traded in the New York Stock Exchange,
American Stock Exchange, and Nasdaq National Market System stock markets.

Each quarter, we sort firms into low, medium, and high tercile portfolios based on the
news from the quarter-t revenue announcement. Figure B.1 displays the cumulative stock
price response in the 20 minutes preceding and the 100 minutes following the revenue
announcement for the low and high terciles. While the three sets of firms experience
similar price reactions to positive news, software firms exhibit a larger negative price
response to negative revenue news, followed by non-software growth and then all non-
software companies. Specifically, these companies experience an immediate drop in prices,
and the price reaction to bad news continues to trend downward in subsequent minutes,
reaching approximately -4.26%, -3.65%, and -2.91% for software, non-software growth,
and all non-software companies, respectively, 90 minutes post-announcement.

Long-term stock price dynamics. To explore the long-term price dynamics, we examine
the daily returns in the year following the revenue announcement. Since we focus on
longer time windows, we control for aggregate market movements by computing Fama-
French three-factor adjusted returns (FF3 adjusted returns). For the daily returns we
use the CRSP daly stock file (Center for Research in Security Prices, 1996-2023a).

We stratify firm observations into terciles based on the time-t revenue surprises and
calculate mean FF3-adjusted realized returns for a total of four quarters following the
time-t revenue announcement, where quarter 0 is defined as the quarter immediately
following the announcement. Moreover, each quarter is defined as starting on the day
of the t + h revenue announcement and ending one day before the following revenue
announcement date.

Panel A of Table B.1 presents the results, with standard errors clustered at both the
firm and year-quarter levels. We first focus on the price reaction following low revenue
surprises. Consistent with the high-frequency results in Figure B.1, we observe that in
the quarter of the revenue announcement (i.e., quarter 0), the average quarterly abnormal
return for software firms reporting low revenue surprises is -3.81% (column 1), while
the corresponding returns for non-software firms and non-software growth firms are
-2.83% (column 3) and -2.70% (column 5), respectively. However, over the four quarters
following the announcement, the quarterly negative abnormal returns for software firms
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Fig. B.1. High-Frequency Stock Price Reaction to Revenue Announcements

—— Software
61 —— All non-software
44 *=** Non-software growth
——————— L ——— —
24 = T . Ty

Cumulative price change in percent

—-20 0 20 40 60 80 100
Minutes around the announcement time

Notes: This figure shows the differential price reaction to revenue announcements for software (darkblue),
non-software growth (dotted red line), and all non-software firms (red), in percentages. We sort firms
into terciles based on revenue announcement news in quarter ¢t. We show the average percent change in
price in the 20 minutes before and the 100 minutes following firm revenue announcements with 99%
confidence intervals. We obtain NYSE Trade and Quote (TAQ) intraday transaction data for all firms
listed on the New York Stock Exchange, American Stock Exchange, and Nasdaq National Market System
stock markets and measure the percent change in price over the noted window of time for the period
spanning April 2003 through December 2022.

become positive and statistically significant, with mean quarterly abnormal returns of
1.84% (t-statistic = 2.03), 2.08% (t-statistic = 2.50), 1.28% (¢-statistic = 1.54), and
2.46% (t-statistic = 2.60), respectively. In contrast, the mean quarterly abnormal returns
for non-software firms and non-software growth firms are close to zero and statistically
insignificant.

Columns 2, 4, and 6 of Panel A in Table B.1 present the results on the price reaction
following high revenue surprises. Column 2 displays the quarterly mean abnormal
returns for software companies with the highest revenue surprises. The mean abnormal
return is positive and high for the first quarter, with a value of 4.27% (t-statistic =
6.53). In the subsequent four quarters, the average quarterly abnormal returns for
software firms remain positive, with values ranging between 0.36% and 0.71%. On the
other hand, columns 4 and 6 show that mean abnormal returns for non-software and
non-software growth companies are positive only in the first quarter, with a value of
about 2.5%, and close to zero and statistically insignificant for the subsequent quarters.
Panel B of Table B.1 shows robustness results using Fama-French/Carhart’s four-factor
model-adjusted returns.
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Table B.1. Quarterly Abnormal Returns around Revenue Announcements

A: Average three-factor adjusted returns

Software All non-software Non-software growth
Quarter after Low High Low High Low High
announcement (1) (2) (3) (4) (5) (6)
0 quarter -3.81 4.27 -2.83 2.48 -2.70 2.48
t-statistic [-4.23]  [6.53] [-5.93] [6.78] [-5.33] [6.39]
1 quarter 1.84 0.49 -0.18 -0.04 -0.11 -0.04
t-statistic [2.03]  [0.91] [-0.32]  [-0.14] [-0.19] [-0.12]
2 quarter 2.08 0.71 -0.09 0.00 0.00 0.06
t-statistic [2.50]  [1.32] [-0.17] [0.01] [0.00] [0.24]
3 quarter 1.28 0.42 -0.08 -0.15 -0.03 -0.08
t-statistic [1.54]  [0.72] [-0.24]  [-0.58] [-0.08] [-0.27]
4 quarter 2.46 0.36 0.25 -0.17 0.31 -0.12
t-statistic [2.60]  [0.75] [0.52] [-0.75] [0.63] [-0.52]
B: Average four-factor adjusted returns
Software All non-software Non-software growth
Quarter after Low High Low High Low High
announcement (1) (2) (3) (4) (5) (6)
0 quarter -3.93 4.09 -3.03 2.34 -2.91 2.35
t-statistic [-4.82]  [6.59] [-9.52] [7.87] [-8.81] [7.71]
1 quarter 1.62 0.31 -0.43 -0.14 -0.37 -0.11
t-statistic [2.16]  [0.57] [-1.31]  [-0.52] [-1.09] [-0.39]
2 quarter 1.75 0.62 -0.31 -0.09 -0.25 -0.01
t-statistic [2.27]  [1.14] [-0.96]  [-0.40] [-0.72] [-0.05]
3 quarter 1.10 0.22 -0.19 -0.27 -0.15 -0.20
t-statistic [1.44]  [0.37] [-0.78]  [-1.29] [-0.61] [-0.86]
4 quarter 2.23 0.25 0.07 -0.30 0.12 -0.25
t-statistic [2.53]  [0.54] [0.22] [-1.65] [0.37] [-1.39]

Notes: This table presents realized quarterly abnormal returns for portfolios sorted based on revenue
news for quarters h = 0,1, 2, 3,4, where quarter 0 is the quarter immediately following the revenue
announcement. Firms are sorted into terciles based on revenue announcement news in quarter 0. Panel
A reports results using the Fama-French three-factor (FF3) model, while Panel B shows robustness
results using the Fama-French/Carhart four-factor (FF4) model. To compute abnormal returns, we use
the FF3 or FF4 model with a rolling 252-daily estimation window (requiring a minimum of 126 days of
data) to estimate factor betas. The realized return for each quarter is measured starting on the day of
the t + h revenue announcement and ending one day before the following revenue announcement date.
The sample period spans from December 1996 through December 2023.

Panel A of Table B.2 presents the cumulative FF3 abnormal returns over the first
four quarters following a revenue surprise. Column 1 shows that for software firms in the
lowest tercile, initially negative returns are observed. However, returns reverse by the
third quarter, resulting in a cumulative positive return. In contrast, non-software and
non-software growth firms exhibit a much flatter price response in the quarters following
the revenue announcement, with no evidence of reversals. Panel B of Table B.2 reports
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Table B.2. Cumulative Abnormal Returns around Revenue Announcements

Panel A: Cumulative three-factor adjusted returns

Software All non-software Non-software growth
Low High Low High Low High
Cumulative period (1) (2) (3) (4) (5) (6)
0 quarter to 0 quarter  -3.81 4.27 -2.83 2.48 -2.70 2.48
t-statistic [-4.23]  [6.53] [-5.93] [6.78] [-5.33] [6.39]
0 quarter to 1 quarter  -2.46 4.96 -2.73 2.50 -2.49 2.52
t-statistic [-1.51]  [4.98] [-3.08] [5.78] [-2.66] [5.57]
0 quarter to 2 quarter  -0.15 5.64 -3.28 2.68 -3.06 2.77
t-statistic [-0.05]  [4.34] [-3.89] [4.88] [-3.47] [4.89]
0 quarter to 3 quarter 1.90 5.99 -3.16 2.76 -2.88 2.88
t-statistic [0.44]  [3.66] [-3.33]  [4.47] [-2.93] [4.50]
0 quarter to 4 quarter 5.84 5.84 -2.74 2.67 -2.38 2.85
t-statistic [0.95] [3.11] [-2.57] [3.88] [-2.15] [4.05]
Panel B: Cumulative four-factor adjusted returns
Software All non-software Non-software growth
Low High Low High Low High
Cumulative period (1) (2) (3) (4) (5) (6)
0 quarter to 0 quarter  -3.93 4.09 -3.03 2.34 -2.91 2.35
t-statistic [-4.82]  [6.59] [-9.52] [7.87] [-8.81] [7.71]
0 quarter to 1 quarter  -2.72 4.72 -3.30 2.34 -3.11 2.39
t-statistic [-1.88]  [4.83] [-7.11] [6.05] [-6.37] [6.05]
0 quarter to 2 quarter  -0.56 5.29 -3.74 2.44 -3.56 2.59
t-statistic [-0.22]  [4.13] [-7.10] [4.92] [-6.50] [5.13]
0 quarter to 3 quarter 1.28 5.40 -3.66 2.40 -3.44 2.58
t-statistic [0.33]  [3.37] [-5.80] [4.25] [-5.26] [4.46]
0 quarter to 4 quarter 4.93 5.22 -3.28 2.21 -3.00 2.44
t-statistic [0.91]  [2.86] [-4.37] [3.44] [-3.83] [3.75]

Notes: This table presents cumulative quarterly abnormal returns for portfolios sorted based on revenue
news for quarters h = 0,1, 2, 3,4, where quarter 0 is the quarter immediately following the revenue
announcement. Firms are sorted into terciles based on revenue announcement news in quarter 0. Panel
A reports results using the Fama-French three-factor (FF3) model, while Panel B shows robustness
results using the Fama-French/Carhart four-factor (FF4) model. To compute cumulative abnormal
returns, we use the FF3 or FF4 model with a rolling 252-daily estimation window (requiring a minimum
of 126 days of data) to estimate factor betas. The cumulative return for each quarter is measured
starting on the day of the ¢ + h revenue announcement and ending one day before the following revenue
announcement date. The sample period spans from December 1996 through December 2023.

additional robustness results using the FF4 model to adjust returns. The findings are
consistent with those obtained using the FF3 model.

The initial price dynamics we document are consistent with the findings in Lakonishok
et al. (1994) and Skinner and Sloan (2002), which show that growth firms experience an
asymmetrically large negative price reaction to negative surprises. These papers argue that
the large price decline reflects overly optimistic expectations, resulting in subsequently
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negative returns when those expectations are not met. However, an important difference
in our findings is that the initial large negative price reaction for software firms reverses
within two quarters, indicating that investors were initially too pessimistic and ended up
overreacting to revenue surprises. This result also differentiates our findings from the
large literature on post-earnings announcement drift, as the price drift for software firms
persists for several quarters.

B.2  Refining the classification of software companies

In this section, we refine our classification of software companies by expanding our criteria
to include all firms that report any source of revenue from software products, rather than
relying on a single classification based on the majority of revenue coming from software.
We find that the magnitude of both analysts’ forecast errors and factor alphas increases
monotonically with the percentage of revenue attributed to software.

We utilize the FactSet RBICS with Revenue (2023) dataset to obtain the revenue
percentages associated with each standardized reported business segment. From this
dataset, we select all firms that create and sell software with varying degrees of software
revenue contribution. We then sort these firms into low, medium, and high terciles based
on the percentage of total revenue assigned to software by each company. These sorts
are formed using the revenue information from each firm’s most recent publicly available
annual filing and are updated accordingly when a new annual filing becomes available. To
avoid any forward-looking bias, we only use unrevised historical data. As this dataset is
only available since July 2012, our analysis covers the period from July 2012 to December
2023.

Panel A of Table B.3 reports the analysts’ mean forecast errors for firms in each
of the low, medium, and high revenue share from software terciles. As a measure of
analyst forecast, we use the median analysts’ consensus. Companies that do not report
revenues from software are labeled as “None” in the table. Across forecasting horizons
(reported in each row in the table), we find a monotonic relationship between analysts’
forecast errors and the percentage of total revenue assigned to software by each company.
For example, at the fourth quarter horizon, firms in the lowest tercile, which derived
an average of around 10% of their revenue from software, had a mean forecast error
of approximately -0.48%, which is not statistically significant (¢-statistic = -0.56). In
contrast, firms in the medium and highest tercile, which derived 64% and 100% of their
revenue from software products, have an average forecast error of 2.99% (t-statistic =
1.74) and 4.26% (t-statistic = 3.13), respectively. We also report the average forecast
error of non-software companies, which is negative and equal to -2.15% (t-statistic =
-2.78).

Panel B of Table B.3 reports the average mean returns and factor alphas for each of
the software-revenue sorted groups, which are computed using equally-weighted portfolios.
To form the portfolios, we update the sorts daily based on the percentage of revenue
coming from software, using a one-day gap between the day of the ranking and the start
of the holding period. We find a monotonic relationship between the factor alphas and
the revenue percentage attributed to software terciles, consistent with results on the
analysts’ forecast errors. For example, the annualized FF3 alpha for the highest tercile
is 5.05% (t-statistic = 3.00), the medium tercile is 0.79% (¢-statistic = 0.15), while the
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Table B.3. Refining the Classification of Software Companies

A: Analysts’ mean forecast errors
Revenue from software (median values)

0.00% 10% 64% 100%
None Low Medium High

Forecast Horizon (1) (2) (3) (4)
1 quarter 1.64 1.31 2.21 2.72
t-statistic [6.51] [3.43] [3.13] [9.44]
2 quarter 0.15 0.49 1.64 2.61
t-statistic [0.32] [0.75] [1.74] [4.31]
3 quarter -1.20 0.03 1.19 3.23
t-statistic [-1.93] [0.04] [0.89] [3.40]
4 quarter -2.15 -0.48 2.99 4.26
t-statistic [-2.78] [-0.56] [1.74] [3.13]

B: Performance measures and factor alphas
Revenue from software (median values)

0.00% 10% 64% 100%
None Low Medium High
(1) (2) (3) (4)

Average return 11.52 10.83 15.00 19.20
Standard deviation 15.21 15.44 22.59 18.13
Three-factor alpha -1.53 -1.57 0.65 4.85
t-statistic [-1.87] [-1.02] [0.12] [2.63]
Four-factor alpha -1.27 -1.34 0.79 5.05
t-statistic [-1.64] [-0.95] [0.15] [3.00]

Notes: This table presents analysts’ forecast errors and stock performance for firms sorted by the
percentage of revenue derived from software products. We sort firms that generate revenue from software
into low, medium, and high terciles based on the percentage of total revenue assigned to software by each
company. Firms that do not report revenues from software are labeled as “None”. Panel A reports the
analysts’ forecast errors for each of these groups, where forecast errors are computed as the difference
between actual revenue and the median analyst consensus forecast, scaled by the actual revenue in the
previous period. Panel B reports performance evaluation measures, including mean returns, FF3 and
FF4 alphas for equally-weighted portfolios formed from each of these groups. Returns and alphas are
annualized by multiplying monthly returns by 1,200. The t-statistics are reported in brackets. The
sample spans from July 2012 to December 2023.

lowest tercile alpha is -1.34% (t-statistic = -0.95). Finally, the FF3 alpha for non-software
companies is -1.27% (t-statistic = -1.64).
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B.3  Customers of software

In this section, we investigate how market participants value non-software companies
that are the primary customers of software firms and thus benefit the most from software
usage. We find that these companies also experienced positive forecast errors and alphas,
albeit significantly smaller in magnitude compared to those found for software companies.

To identify the primary customers of software companies, we utilize the FactSet Supply
Chain Relationships (2023) database. This database employs information from SEC 10-K
annual filings, investor presentations, and press releases to establish customer-supplier
links between firms. Under rule SFAS 131, the U.S. Securities and Exchange Commission
(SEC) requires companies to disclose their customers if their revenue exposure to them is
10% or greater. Consequently, the customers identified in our dataset play a significant
role in the supplier firms’ revenues. A key advantage of the FactSet dataset is that it
not only uncovers the direct relationships that companies report but also the reverse
relationships in which they are named in other companies’ filings. This feature allows for
a more comprehensive analysis of customer-supplier links.

As this dataset is only available since April 2003, we begin our analysis in April
2003 by identifying the key customers of software companies that are also included
in the IBES/CRSP/Compustat datasets. To ensure that the software-firm-customer
relationships are known to market participants at all times, we only update the supply
chain relationships when an annual filing becomes publicly available, and we use historical,
unrevised data. We conclude the selection process in December 2023.

Once we identify non-software companies that are customers of software companies,
we measure the relevance of a customer-supplier relationship using the percentage of firms’
revenues derived from their main customers during a given reporting period. Leveraging
this information, we compute a measure of the relative importance of such relationships
by dividing non-software companies into above- versus below-median bins based on those
reported values. We also report results for non-software companies that do not provide
this percentage for completeness.

Panel A of Table B.4 reports the analysts’ mean forecast errors for customers of
software companies, categorized by the strength of their customer-supplier relationship.
Columns 4, 5, and 6 present the results for customers with high, low, and missing values
for the relationship strength, respectively. Across forecasting horizons (reported in each
row of the table), we find positive forecast errors only for non-software customers with a
strong economic link to their software suppliers. For example, at the quarterly horizon,
customers with above-median values have forecast errors of 1.38% (t-statistic = 2.21),
compared to 0.60% (t-statistic = 1.97) for those with below-median values.

Panel B of Table B.4 presents the mean returns and factor alphas for the same group
of companies. The key finding is that the factor alphas are positive and statistically
significant only for non-software firms with strong customer links to software companies.
For example, column 4 shows that the annualized three-factor alpha for customers with
above-median values equals 2.27% (t-statistic = 1.90), which is smaller in magnitude
than the alpha obtained for software companies (4.32%, t-statistic =2.26, column 1).
In contrast, for the other groups of companies, including customers with a relatively
weak link (column 5), those with no data on the link (column 6), and companies with
no customer relation to software (column 2), the factor alphas are close to zero and not
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Table B.4. Supply Chain Relation to Software Firms

A: Analysts’ mean forecast errors
Supply chain relation to software firms

Software No Relevance of the customer relation
Forecast firms  relation Customers High Low No data
horizon (1) (2) (3) (4) (5) (6)
1 Quarter 2.47 1.69 1.09 1.38 0.60 1.10
t-statistic [11.02]  [12.05] [9.23] [2.21] [1.97] [5.22]
2 Quarter 2.05 0.15 0.32 0.84 0.34 0.29
t-statistic [3.78] [0.63] [1.83] [1.57] [0.64] [0.69]
3 Quarter 2.63 -1.43 -0.31 0.39 -0.53 -0.34
t-statistic [3.17] [-3.82] [-1.06] [0.51] [-0.68] [-0.56]
4 Quarter 3.95 -2.37 -0.32 1.02  -1.04 -0.37
t-statistic [3.26] [-4.45] [-0.90] [1.36] [-1.07] [-0.53]

B: Performance measures and factor alphas
Supply chain relation to software firms

Software No Relevance of the customer relation
firms relation Customers High Low No data
(1) (2) (3) “4) ) (6)
Average return 17.42 10.76 13.12 13.89 11.36 13.27
Standard deviation 21.90 19.34 19.95 17.33 17.59 20.26
Three-factor alpha 4.32 -1.38 0.13 2.27  -0.54 0.18
t-statistic [2.26] [-0.95] [0.12] [1.90] [-0.40] [0.14]
Four-factor alpha 4.55 -0.77 0.70 2,71 -0.29 0.76
t-statistic [2.43] [-0.57] [0.72] [2.43] [-0.22] [0.72]

Notes: We rely on the FactSet supply chain relationship database to pinpoint the main customers of
software companies. To evaluate the relevance of a customer-supplier relationship, we leverage the
percentage of revenue that the software company obtained from this relationship during the reporting
period. We then categorize firms into above- versus below-median bins based on the reported values.
Panel A reports the mean cumulative forecast error for 4-quarter-ahead analysts’ consensus forecasts.
Panel B reports annualized alphas. The t-statistics are in brackets. The sample spans from April 2003
to December 2023.

statistically significant.

Overall, our analysis reveals significant growth surprises and abnormally high stock
returns for firms that are positively impacted by software, which suggest the presence of
predictable spillover effects on software companies’ principal customers. This result is
consistent with previous research (Hong et al., 2007; Cohen and Frazzini, 2008; Menzly
and Ozbas, 2010) showing that relevant information affecting firm values diffuses only
gradually across economically linked firms, leading to predictable patterns in both
quantities, such as revenues, and stock prices.

A.36



B.4 Extending the sample to the 1970s

In our main analysis, we start our sample in 1996 due to the methodology used for
classifying companies as software firms, which involves searching each company’s annual
revenue segment breakdowns in their 10-K filings and identifying those that derive more
than 50 percent of their revenues from developing and selling software. However, the SEC
only mandated electronic filing of financial reports in the EDGAR repository starting in
1995 or 1996, depending on the firm’s size. As a result, accurately classifying software
companies using the revenue share approach is only feasible from 1996 onward.

Software, however, existed long before 1996. The adoption of computers began in
the 1970s (Greenwood and Jovanovic, 1999), utilizing various programming languages
such as Unix, Fortran, COBOL, and FORMAC. In the 1980s, personal computers gained
prominence, with Microsoft launching MS-DOS in the early 1980s and the first version
of Microsoft Windows in 1985. By the 1990s, software was widespread, although it had
not yet achieved the immense scalability it would later experience with the advent of
cloud computing.

To extend our analysis back to the 1970s, we employ an alternative classification
method based on the Standard Industrial Classification (SIC). Companies self-select
their SIC codes based on their primary line of business. We take the SIC code 7372,
Prepackaged Software, which is defined as “Establishments primarily engaged in the
design, development, and production of prepackaged computer software” as our alternative
classification method for software companies. In periods post-1996, where we have access
to revenue segment breakdowns, approximately two-thirds of firms with the Prepackaged
Software SIC code have more than 50 percent of their revenues coming from software.
Moreover, Table B.5 ranks software companies based on the SIC codes and we find that
53.4% of all software companies also have the SIC code 7372 in any given year. This
suggests that the broad SIC code 7372 allows us to capture a great share of software
companies.

However, it is important to note that SIC code 7372 is not a perfect classification
of software companies. Approximately one-third of Prepackaged Software firms are not
accurately classified as software firms, as their revenue share from software offerings is
below 50%. This is because their revenues include significant hardware, consulting, and/or
service revenues which make up the majority of their revenues. Additionally, Table B.5
also shows that 46 percent of firms classified as software firms by FactSet’s methodology
come from other SIC industries, indicating that using the Prepackaged Software SIC
code provides an incomplete classification of software companies. Nonetheless, on the
whole, the rough classification still provides valuable insights into the outperformance of
software companies in early periods and that this outperformance extends back to the
1970s.

Table B.6 shows the results for the extended 1976 to 2023 sample. Panel A reports
mean returns and alphas using equally-weighted portfolios, while Panel B uses value-
weighted portfolios. The main takeaway from Table B.6 is that a portfolio of Prepackaged
Software companies produces substantial returns and alphas. Columns 3 and 5 show
that it outperforms all non-prepackaged software companies and non-prepackaged growth
companies, respectively, with factor alphas above 6% and t-statistics above 2.

Table B.7 provides a detailed breakdown of the returns for the prepackaged software
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portfolio from 1996 to 2023. Specifically, it categorizes companies with the SIC code 7372
(Prepackaged Software) into two distinct groups based on their revenue sources. The
first group consists of prepackaged non-software companies, defined as those with SIC
code 7372 but deriving less than 50% of their revenue from software. These companies
primarily generate their revenue from hardware, consulting, and/or services. The second
group comprises prepackaged (pure-play) software companies, characterized by SIC code
7372 with more than 50% of their revenue coming from software activities.

Table B.7 shows that the superior performance of prepackaged companies is at-
tributable to those firms which derive the majority of their revenue from software
offerings. Column 1 presents the returns and alphas for the prepackaged non-software
companies. Here, the alpha values for both the value-weighted and equally-weighted
returns are statistically insignificant from zero. Additionally, the point estimates for the
equally-weighted portfolio (shown in Panel A) are negative. In stark contrast, Column 2
highlights the performance of (pure-play) prepackaged software companies, where the
alphas are positive and statistically significant. Column 3 takes a long-short portfolio
that is long the portfolio of prepackaged non-software companies and short prepackaged
(pure-play) software companies. We document that the mean returns and alphas for this
long-short portfolio are negative and statistically significant.

Overall, we find that Prepackaged Software companies have generated abnormally
high stock returns relative to standard risk-factor models over the past five decades.
Furthermore, we show that the outperformance of these companies, at least for the past
two decades, is driven by Prepackaged Software companies that derive 50% or more of
their revenue from software offerings.
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Table B.6. Prepackaged Software Performance Evaluation and Alphas Extended
Sample: Since the 1970s

A: Equally-weighted returns

1 1I 111
Prepackaged  Non-prepackaged Non-prepackaged
software software I-1I growth I-1II
(1) (2) (3) (4) (5)
Average return 21.29 13.95 7.33 8.78 12.51
t-statistic [4.99] [5.83] [2.49] [3.11] [5.31]
Standard deviation 31.28 18.88 18.81 24.25 14.67
Three-factor alpha 6.63 -0.30 6.92 -5.67 12.30
t-statistic [2.75] [-0.32] [3.11] [-4.76] [5.75]
Four-factor alpha 8.46 1.24 7.22 -3.40 11.86
t-statistic 3.27] [1.13] 3.38] [-2.17] [5.72]
B: Value-weighted returns
I 1I 111
Prepackaged  Non-prepackaged Non-prepackaged
software software I-1I growth I-1I1
(1) (2) (3) (4) (5)
Average return 22.25 12.01 10.24 11.27 10.98
t-statistic [5.26] [6.24] [3.05] [4.63] [3.46]
Standard deviation 29.43 15.39 21.46 17.59 19.88
Three-factor alpha 9.86 -0.53 10.39 0.07 9.79
t-statistic [3.44] [-2.30] [3.61] [0.12] [3.41]
Four-factor alpha 9.89 -0.39 10.28 0.47 9.42
t-statistic [3.71] [-1.80] [3.84] [0.85] [3.60]

Notes: This table presents performance evaluation measures and factor alphas for prepackaged software
companies (SIC code equal to 7372), all non-prepackaged software companies, and non-prepackaged
growth companies. In column (3) we form a long-short portfolio that buys the prepackaged software
companies and sells all non-prepackaged software companies. In column (5) we form a long-short portfolio
that buys the prepackaged software companies and sells non-prepackaged growth companies. Panel A
reports results for equally-weighted portfolios, while Panel B reports results for value-weighted returns.
We annualize all returns, expressed as a percentage per year, by multiplying monthly returns by 1,200.
t-statistics are reported in brackets. The table spans the period from January 1976 through December
2023.
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Table B.7. Prepackaged Software vs. Software Companies Performance Evalu-
ation and Alphas

A: Equally-weighted returns

I I
Prepackaged Prepackaged
non-software software I-1I
(1) (2) (3)
Average return 12.89 18.54 -5.64
t-statistic [2.24] [3.47] [-2.10]
Standard deviation 32.13 30.90 11.82
Three-factor alpha -0.66 5.71 -6.37
t-statistic [-0.24] [1.88] [-2.35]
Four-factor alpha 1.69 7.26 -5.597
t-statistic [0.59] [2.15] [-2.49]
B: Value-weighted returns
I I
Prepackaged Prepackaged
non-software software I-1I
(1) (2) (3)
Average return 11.66 15.67 -4.01
t-statistic [2.55] [3.35] [-1.88]
Standard deviation 22.94 26.04 15.53
Three-factor alpha 0.68 4.27 -3.59
t-statistic [0.32] [2.21] [-1.47]
Four-factor alpha 1.75 4.29 -2.54
t-statistic [0.89] [2.18] [-1.06]

Notes: This table presents performance evaluation measures and factor alphas for prepackaged non-
software companies and prepackaged software companies. In column (3) we form a long-short portfolio
that buys the prepackaged non-software companies and sells all prepackaged software companies. Panel
A reports results for equally-weighted portfolios, while Panel B reports results for value-weighted returns.
We annualize all returns, expressed as a percentage per year, by multiplying monthly returns by 1,200.
t-statistics are reported in brackets. The table spans the period from January 1996 through December
2023.
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Appendix C Learning about software

This section of the Appendix provides supplementary material for the Bayesian learning
framework presented in Section 4 of the main text. It consists of the following sections:

C.1 - Data

C.2 - State-Space Representation of the Cash-flow Process
C.3 - Posterior Inference

C.4 - Model-implied Forecasts

C.5 - Solving the Model

C.6 - Supplementary Figures and Tables

C.7 - Alternative Initial Beliefs

C.1 Data

Section 4 of the main text uses quarterly revenue growth data for software and non-
software companies, as well as monthly real per capita consumption growth data.

For the revenue series, we downloaded revenue data (revtq) from WRDS Compustat
Quarterly fundamentals for all North American firms. We computed log differences
to obtain quarterly growth rates for each firm and then seasonally adjusted the series.
To calculate consumption growth rates, we used the seasonally adjusted real personal
consumption expenditures on non-durables and services from the Bureau of Economic
Analysis (2023) NIPA tables (Table 2.8.3 and Table 2.8.6). We converted this series to per
capita terms using mid-quarter population data from NIPA Table 7.1 and then computed
growth rates by taking log differences. While the revenue series is at a quarterly frequency,
the consumption growth data is at a monthly frequency. Figure C.1 in Section C.6 depicts
these series.

C.2 State-space representation of the cash-flow process

This section presents the state-space representation for the cash-flow process. As described
in the main text, we assume that the revenue growth rates and consumption growth
follow the specification given below:

Gett1 = fe + Tt + OeaNetsr1,  Nertr ~ N(0,1),

Tip1 = Py + 1-— p290x0'c,tnx,t+17 Net+1 ~ N(0> 1)7 (C 1)
Gst+1 = fbs + Qs + TsOctNetr1 + Osi€si1,  €si+1 ~ N(0,1),
Insit+1 = Hns + (bnsmt + TnsOctle,t+1 + Ons,t€ns,t+1, €Ens,t+1 ™~ N(07 1)

The state-space representation consists of a measurement equation and a state-
transition equation. The measurement equation is given by:

yt+1 = At+1 (HO —|— H1$t+1 + Vt—i—l) Wlth Vt+1 ~ N(O, R), (C2)

where A;;; is a selection matrix that accounts for deterministic changes in ;1. This
selection matrix is important due to the assumed measurement error model for consump-
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tion and the mixed-frequency nature of the growth series. The state vector is denoted by

St41-
The state-transition equation is:

St+1 = FU -+ Flst -+ Vt+1<ht) with l/t+1(ht> ~ N(O, Zt) (03)
where the law of motion for the conditional log volatility processes, h; is given by:
ht+1 = \Ifht -+ Wi1 with W1 ~~ N(O, Eh) (04)

The matrices Hy, Hy, R, Fy, F1, 2, ¥, and Xj depend on the model parameters, with
> also depending on the time t conditional log volatility processes.

First, we describe the measurement equation, followed by a discussion of the state-
transition equation and the law of motion for the conditional log volatility processes.

C.2.1 Measurement equation

The aggregate measurement equation in (C.2) combines the following individual mea-
surement equations:

Measurement equation for consumption growth. As in Schorfheide et al. (2018)
we incorporate monthly measurement errors in the consumption process that average out
under temporal aggregation. In the main text, we assume these errors average out at the
quarterly frequency.

Let the subscript ¢ represent the monthly time as ¢ = 3(j — 1) + m, where m indexes
the month within quarter 7 and m = 1,2,3. The measurement error model is specified
as follows:

9e3(-1)+1 =Ye3G—1)+1 + e (fs(j—1)+1 - 6:’:(j—2)+3)

3
1
3 Z Oc (Es(j—1)+m - 63(j—2)+m) + o (%) - E?j_l)) ) (C.5)

m=1
9e3(-1)+m =9e3i-1)+m + Oe (€3G-1)4m — €3G-1)4m-1) , M =2,3.
The series g373(j_1) ., with the “0” superscript represents the observed consumption
growth series, which contains measurement errors. The series g 3(j—1)+1 Wwithout the “o”
superscript denotes the true measure of consumption growth. The parameters o. and o
represent the standard deviations of monthly and quarterly consumption measurement
errors, respectively.

When aggregating the monthly consumption series to the quarterly frequency using
the following equation:

5
3—|r—3]
gg,(j) = C((Ij) - C((]jq) = Z (T) Je,3j—7+1- (C.6)

=1

the monthly measurement errors are averaged out, resulting in

g0 __ g ¢ _ q
9e.j) = Jey) T 0¢ (E(j) 6(j—l)) :
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Measurement equation for revenue growth. We assume that the revenue growth
series for software and non-software companies are measured without any measurement

errors, denoted as:
0,q q
Is,(5) = Is,)
o (C.7)

_ 4
Ins,(j) = Ins, ()

Agents observe these series every quarter j. To link the quarterly series to the monthly
frequency of the model, we use the following temporal aggregation function:

5

3—|r—3| .

gZ(]) = Z (T) gi,3j—7'+1 for 1 - {S,TLS}. (C8)
T=1

Assuming that ¢ 4 1 is the last month of the quarter, we can combine the individual

measurement equations together with equation (C.1) and express them in matrix form

as follows:

9 1000000
92 0100000
Y= 1| 9% |, Awmi=[00100 00
Ysite1 0000010
o 0000001

In order to obtain an expression for the matrices related to the measurement equation,
we first define the vectors of states s,

St+1 :[l‘t+1, Ty, Tp—1, Tg—2, Tt—3, Ti—4, Octllct+1, Oct—1Nects Oct—2Tet—15 Oct—3TNct—2, Oct—aTc,t—3,
q.9 9.9 .q.4 q.49
Oc€t4+1, Oc€ty, Oc€t—1, Oc€t—2, Oc€t—3, Oc€i—4a, Uget+17 Oc€ts Oc€_ 1, Oc€t o,
OstMNst+15 Ost—1Tsty Ost—2TNst—1, Ost—3"st—2, Ost—al]st—3,

/
Ons,tNns,t+15 Ons,t—1Tns,ty Onst—2"nst—15 Onst—3Tnst—2, Uns,t—477ns,t—3] .

Given s;,1, we write the matrices Hy, Hq, and R as follows:

O O oo o oo

(0o 1. o o o0 o0 1 o0 0O O 0O 1 -1 0 0 0 0 00O
oo 1 o o0 o0 o0 1 0 0 O 0 1 -1 0 0 0 00
oo o 1 o o0 O o0 1 0 0 -3 -+ 2 -2 1 1 10
H=l0 0 o0 o0 1 0 O o0 O 1 0 0 0 0 1 -1 0 00
oo o o0 o0 1¥ 0 O O 0 1 0 0 0 0 1 -100
| 0 Spe 20 g, 20me fpe Mpe Mme g0 Fme e 0 0 0 0 0O 0 00
000000000 0]

000O0O0O0O0O0TO00O0

0000O0DO0DO0O0TO00

0000O0O0DO0O0TO00

00 000O0O0O0TO00

£ 212 100000

00000+ 21 2 1]
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where we allow for some fixed small measurement errors for revenue growth rates of

software and non-software companies.

C.2.2  State-transition equations

Next, we derive the coefficients of the state transition equations:

V1 (he) ~ N (0, %)

with

St41 = Fo + Fisi + vi1(hy)

W1 ™~ N(Oa Zh)

ht+1 = \Ijht + W41 with

Given s;1, we write the matrices Fj, F}, and ; as follows: Fj is vector of zeros of

size 31.
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)2§ Y [2222) = O
Finally, the matrices associated with the persistent conditional log volatility processes

q
€

:(0’

2it,[18,18]

Yt is a 31X 31 matrix with zeros in every entry expect: Y [ 1]
2.

Z1t,[12,12] =0



hi = [Peis Doty hnsi] , can be written as

pn. 0 0 op (1—p;) 0 0
V=1 0 po, 0 |, %= 0 op (1—pjp) 0 . Wil =
0 0 pu. 0 0 (L= i)

with 0, = p;oexp (hi¢) for i = {c¢,s,ns} and p. = 1.

C.3 Posterior inference

This section provides a detailed description of the Metropolis-within-Gibbs algorithm
used to sample from the joint posterior of the model parameters and latent states. We
define the following parameter vectors:

®Cf = [/"LC7 p7 9017 0-7 UEJ 0-37 /’I/SJ Qbs; 7Ts; 9057 ,uns; ¢TLS7 7TT7,S7 SOTLS], 9

/
O = [Pher Ohes Phss Thas Phogs Ohns

where O, contains the parameters related to the cash-flow process, and ©;, includes the
parameters associated with the conditional log volatility processes. Additionally, let xg.r
and hg.r denote the sequences of latent states and latent volatilities, respectively, from
time 0 to T". The complete set of parameters and latent states in the model is represented
by e = (@cfa @h, ZTo.T, hO:T)-

To perform Bayesian inference about © and the latent state vector, we first specify a
prior distribution p(©) given by:

fic ~ N (fic,7,) , p~NT(p,62), o~ N (Gs,5,), o~ IG(d, fe),
p~ N (@ 62), 6~ N(6068),  m~N(RGL), e N (8062).

oo~ N (s, ) 02 ~ TG0 ) o~ N7 (5n62,) . 03, ~ TG(0i, 6r)

o ~IG(d., Be), ol ~IG(c,, Be,)

for i € {s,ns} and N, N7 and ZG represent the normal, truncated (outside of the
(—1,1) interval) normal, and inverse gamma distributions, respectively. We centered the
priors in 1996Q1 around the posterior median estimates of the model using data from
1961Q1 to 1995Q4. Additionally, we set the priors for software parameters equal to the
pre-1996 non-software parameter estimates.

After specifying the prior distribution, we update our prior beliefs about the parameter
vector © based on the sample information Y = {g.1.1, 9¢1.7, 9ne1.0}- The updated
knowledge regarding © is summarized by the posterior distribution p(© | Y), which is
linked to the prior distribution through Bayes’ theorem:

p(YT]©)p(O)
p(YT)

We employ a Metropolis-within-Gibbs algorithm to sample from p (@ | YT). We initiate
the process with an initial guess of the parameter vector, denoted as ©©. Given a draw

p(O]¥7) =
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O*=1 we generate the next draw ©®*) using the following three steps:

1. We draw @((j;) conditional on (YT, @gﬁl), hék; 1)) from its posterior distribution
using a Metropolis—Hastings step, where we use the Kalman filter to evaluate the
likelihood p (YT o niks ”) and to obtain 2(*).

2. We draw the sequence of stochastic volatilities h(()]f%_l conditional on (YT, @g;), @,(Lk_l)>
using the Kim, Shephard, and Chib (1998) algorithm.

3. We use a Gibbs sampling step to draw @gf) conditional on (YT, Héf“T), @ff?)

This algorithm is iterated to generate 10,000 draws from the posterior distribution of
the parameters and states at each time T.

C.4 Model-implied forecasts

This section aggregates the model-implied forecasts from a monthly to a quarterly
frequency. These model-implied quarterly forecasts can then be compared with the
quarterly forecasts produced by analysts used in the empirical section of the paper.

To set the notation, let Y(?.Tt denote the revenue for quarter j which is defined as the
sum of monthly revenue over the span of that quarter, that is,

rt mthly mthl mthl
VG = Y35 0+ Ya(-tyee + Ys(oies

mthly
Y 3(—-1+m

Y(‘;)t around a monthly value Y;:

where denotes the revenue for month m within that quarter. Next, log-linearize

1 mthl 1 mthl 1 mthl
log(yq ")~ l09(3y)+37 <Y(] 1%+1 Y) +37 (Y(] 1z;+2 Y*) 3Y. (Y(] 12;+3 Y*)'

Denote with lowercases percentage deviations from the log-linearization point to obtain

(e, y =~ 55)

1
qrt mthly mthly mthly
Yoy =3 <y3(g D1 T Ys3-1)42 T y3(j—1)+3) )

To simplify notation let ¢ + 1 be the first month of quarter j, then it follows that the
revenue growth rate from quarter j — 1 to quarter j is equal to the sum of monthly
revenue growth rates:

3 3

1 1
qrt qrt qrt mthly mthly
Iy,) = Y5 T Y6-1 T 3 22 Ys6-D+m T 3 22 YsG-24m
m=1 m=1
1 C.9
=3 (Yeas + Y2 + Yer1) — 3 (Ye + Ye—1 + Yi—2) (C.9)
1 2 2 1
= 39uit3 + 39ut+2 + gyt4+1 + 39yt + 39ut-1
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where in the last line we define the monthly revenue growth as the log difference in
revenue between two consecutive months (i.e., g, = y+ — y:—1). We can then take time ¢
conditional expectations to obtain 1-quarter forecasts:

rt qrt qrt — 1 E

2 2 1
E.g, ) =By — vy 3 StGy.i+3 T+ B9y ir2 T Eigyin + 59y + 39yt (C.10)

3 3
Equations (C.9) and (C.10) are directly comparable to our empirical analysis, since there
we also scaled both actuals and forecasts for quarter j by the actual revenue value realized
in quarter 7 — 1. This revenue value is included in the forecasters’ information sets when
issuing the forecast.

Given (C.9) and (C.10) the 1-quarter forecast error is equal to:

qrt 1 2

9y.) ~ Ethf(’;) =3 (gyt+3 — Bigyiss) + 3 (9y,t+2 — Eegyer2) + (gyer1 — Eegyesn)

We can compute in a similar way the model-implied forecast and forecast errors for a
2-quarter forecast horizon. Let £ 4+ 1 be the first month of quarter j. Then, the actual
2-quarter growth rate is given by:

T T 1 1
yl(]jil) - y(qjil) = = (Y6 + Y5 + Yega) — 5 (W + Ye—1 + Yi—2)
3 3 C.11
1 2 2 1 (C.11)
= 39yt + 39yt+5 + Gytta T+ Gy + 39yt + 39ut-1
Taking time ¢ conditional expectations, we obtain the 2-quarter forecast:
qrt qrt 1 2 2 1
Ety(j+1) — Y- = gEtgy,t-i-G + gEtgy,t—f—S +Egyirat - B + ggy,t + ggy,t—l
(C.12)

Finally, using equations (C.11) and (C.12), we can compute the 2-quarter horizon forecast

error:
qrt qrt

1 2
y(j+1) - Ety(j+1) = g (gy,t+6 - Et.gy,t-i-ﬁ) + § (gy,t-‘rB - Etgy,t—I—S) (013)
+ (Gyt+a — BeGyara) + -+ (Gyir1 — Bigyisa1)

Next, we compute the model-implied forecast and forecast errors for a 3-quarter
forecast horizon. Let ¢t 4+ 1 be the first month of quarter j. Then, the actual 3-quarter
growth rate is given by:

. , 1 1
yq‘t2 - yqi1 = = Wero + Yers + Yerr) — 5 We F Y1+ Ye-2)
(3+2) (3-1) 3 3 14
1 2 2 1 (C.14)
= 39yt+9 + 3148 + Gyp+r T Gy + 39wt + 39u.-1-

Taking time ¢ conditional expectations, we obtain the 3-quarter forecast:

) L 2 2 1
Ety(qjj&) - y?jﬁl) = gEtgy,tJrQ + §Etgy,t+8 +Egy 7+ -+ Eigyasa + ggy,t + ggy,tfl'
(C.15)

Finally, using equations (C.14) and (C.15), we can compute the 3-quarter horizon forecast
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error:
qrt qrt

1 2
Yir2) — Ety(j+2) —3 (149 — Etgyv9) + 3 (9y,t+8 — EiGy,r+s) (C.16)

+ (gyer7 — Begyarr) + 0+ (g1 — Ergyar) -
Finally, the actual 4-quarter growth rate is given by:

qrt qrt 1 1
Yo+3) ~Y5-1 = 3 (Yer12 + Ye11 + Yrrr0) — 3 (Wt + Y1 + Yi2)
1 9 9 (C.17)
= S0yt+12 T 59yt+11 T Gye+10 + -+ Gyrv1 + 59yt + 59y.t-1-
3 3 3 3
Taking time ¢ conditional expectations, we obtain the 3-quarter forecast:
Ewy?" ot Lp ’E E E 2 L
tYG+3) — Y- = 3 tJy,t+12 + 3 tGyt+11 + EeGy 10 + - + EeGy 1 + §gy,t + §9y(,t011-8)

Finally, using equations (C.17) and (C.18), we can compute the 4-quarter horizon forecast
error:

qrt qrt

1 2
Yi+3) ~ EYas) = 3 (Gyt+12 — Ergyer12) + 3 (9yt+11 — Eegyer11) (C.19)
+ (yer10 = Eegyarao) + - + (g1 — Eegyern)

We can derive analytic expressions for these equations using the assumed processes
for growth rates from equation (2) in the main text and by computing conditional
expectations.

C.5 Solving the model

This section provides a solution of the model. The endowment process is given by:

Jer1 = fe + Tt + Ocilett,  Newrr ~ N(0,1),

Tep1 = pry + /1 = p20e0cieir1,  Nwprr ~ N(0,1),

Gst+1 = fbs + PsTp + TsOctNets1 + Ost€sirt, €spt1 ~ N(0,1),

Gnsit+1 = Pns + OnsTt + TpsOciNett1 + Onst€nsivl,  €nsit1 ~ N(0,1),

Uz'2,t+1 = (901'0')2 TV (Uiz,t - (9010)2) + Ow,Wit+1, Wi+l ™ N(O7 1)7 for i€ {Ca S, n5}7

where the last equation uses the Schorfheide et al. (2018) linear approximation of the
volatility process around the unconditional mean of h, with o, = 2(p;0)* 0, and
Vi = Ph;-

Given the Epstein-Zin preference for the representative agent, the logarithm of the
real stochastic discount factor (SDF) is given by:

0
M1 = 010g5 — Egc’t_;'_l + (0 — 1)Tc,t+1 (020)
with 6 = 11__1 and 7,441 denotes the log return on the consumption claim, which using
¥
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the approximation of Campbell and Shiller (1988) is given by:

Tet+r1 = Ko + K1PCiy1 — PCt + Gejtt1-

(C.21)

The variable pc;y; represents the log price-to-consumption ratio, and ko and x; are
constants that depend on the unconditional mean of the price-consumption ratio, pc:

exp(pc) _ .
=—— " and ko =log(l +exp(pc)) — k1pC.
' T exp(0) o = log( p(pc)) — Kip

The Euler equation is:

Et [eXp (mt+1 + T’t+1)] = 1, (022)

We employ this equation to price the consumption claim in Section C.5.1 and to price
the cash-flow claims for software and non-software companies in Section C.5.4.

C.5.1

Consumption claim
We conjecture that the price-consumption ratio is linear in the state variables:

PCt = AO -+ AliL't -+ AQO’it (023)
To determine the coefficients As, we substitute the log-linear approximation for r.;4q
from equation (C.21) and the SDF from equation (C.20) into the Euler Equation given
in (C.22). Then, by applying the method of undetermined coefficients, we obtain:

1-1
A1: wv
L —ryp

Ay ﬁ [(1 . %>2+ </€1A1( 1—p2%)1 ,

1 0
Ao = T {log(; + Ko + fhe <1 — E) + k1 Ay (1= 1) (o) + 3 (k142)

2 2
Oy

c

(C.24)

To finalize the derivation of the price-consumption ratio, we must determine the
steady-state value of pc;. This requires solving the following system of equations:

pe = Ag (pe) + As (pe) (peo)”
o _exp(pe)
1+ exp(pc)’
Ko = log(1 + exp(pc)) — Kipe.
This system of equations can be solved numerically to find the value of pc.

We next proceed to derive an expression for the real and nominal SDF that will be
used when pricing the software and non-software cash-flow streams.
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C.5.2 Real and nominal SDF

By substituting equation (C.21) and equation (C.23) into (C.20), we can express the
real stochastic discount factor (SDF) in terms of the state variables and the underlying
shocks:

mi =(0 — 1) [Féo + Ao (k1 — 1) + r1 Az (1 — v) (%0)2} — Ve + 0logd
_ %mt + (0= 1) Ay (kyve — 1) 02, (C.25)
— Y0+t — (1 = 0) k1 A1/ 1 — p?0u0ciNe i1 — (1 — 0)k1Az0w We i1
Shocks to the real SDF can be written as:
mp1 — Ey [mt+1] = —AeOctNett1 — AaOz M t+1 — M, Ow, We t41 (0-26)
where the \’s denote the market prices of risk:

Ae =7, Ae = (1 = 0)k1 A1/ 1 — PP, Aw, = (1 — 0)r1 As.

We use the nominal discount factor to price nominal payoffs. It can be obtained by
subtracting the inflation rate, 7,1, from the real discount factor, my:

mf—i—l = M1 — Te+1, (C.27)

where we use the the dollar sign superscript, “$”, to distinguish nominal from real values.
For simplicity, and because it is not relevant for the results, we assume that the inflation
rate is constant, i.e., m 1 = 7.

We will now derive an expression for the one-period risk-free rate, which will be useful
when computing realized mean excess returns for software and non-software companies.

C.5.3  Risk-free rate

The risk-free rate is affine in the state variables and given by:

1
Tt = — E, (mt+1> D) Var, (mt+1>

1
= — 01ogd + e+ (1= 0) [k + Ao (51 = 1) + Az (1= ) (90)”] = 5 (1= O)mAz)* o,
1 1 1 2
+ axt + ((1 —0)As (kyve — 1) — 572 —3 <(1 —0)k1 A1/ 1 — ,0%0;0) ) azﬂf.
(C.28)

C.5.4  Software and non-software cash-flow claims

We now present asset-pricing solutions for the claim on software cash-flows. The solutions
for non-software companies can be derived similarly by substituting the s subscript with
the ns subscript.
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First, we log-linearize the return on software. Let D, ;.1 be the aggregate dividends
paid by software companies and P; ;41 be the stock price. The return on software is given
by:

1 Ps 141
R . Ps,t—l—l + Ds,t+1 . Ds 11 Ds,t+1 (C 29)
s,t+1 — - P . .
Ps,t Ds’t Ds,t
s,t

Assuming the relation between dividends and revenue is D41 = Y’\t +1, Where A denotes

s
%AD
» %AY

the elasticity of dividends to changes in revenues (i.e. ), we log-linearize this equation

around pd,, yielding:
Tst+1 = Ros + /{l,spds,t-l—l - pds,t + )‘gs,t—i—ly (030)
where the log-linearization parameters are given by

- exp(];ds_)
® 1+ exp(pd,)

and kg, = log(1l + exp(pd,)) — k1,spd,.
The Euler equation that prices the nominal software return ry ;44 is:
E, [exp (mf,, +7ei1)] = 1. (C.31)
To solve this equation, we conjecture that the price-dividend ratio takes the form:

pds,t - AO,S + Al,smt + AQ,S,CO-z’t + A2,s,so'§7t~ (C32)

Substituting the log-linear approximation for r, ;1 from equation (C.30) and the nominal
SDF from equation (C.27) into (C.31), we obtain the solutions for the coefficients A,
Al,sa and AstI

)‘gbs -2
A, =—0Y
’ 1-— R1,sP
1 1 1
200 = T (0= 1) As (k1ve — 1) + 5 (M = 7)” + 5 (K1sArs + (0 — D Ay)* (1 = p*)g2
1 — Kisle 2 2
142
Ast 2—,
- 1-— K/l,sys
1 —
Ags = [010g 6 — ype + Kos + Aps — T
I R1,s

+(9 — 1) (/430 + AO (Hl — 1) + /{1142 (1 — Vc) ((,000')2)
+f€1,sA2,s,c (1 - Vc) (SOCO')Q + Hl,sAQ,s,s (1 - I/s) (()030-)2

1 1
+§ (/117514275’3)2 O'gs + 5 (/ﬂ)l’sA2757c(6 — 1) + H1A2)2 0315:|

(C.33)
Similarly, to determine the coefficients x; 5 and k¢ s we solved numerically for pd, from
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the following system of equations:

pds - AO,S (p_ds) + A2,s,c (p_ds) (QOCO-)Q + A2,s,s (pd5> (9080-)2 )

d
oy — _cxp(pd,)

1+ exp(pd,)’
Ko s = log(1 + exp(pfds)) — /ilyspfds.

Next, we rewrite the software-return from equation (C.30) as follows:

Ts,t+1 - Et [rs,tJrl] = Bs,cac,tnc,tJrl + ﬁs,mo_c,tnaz,tJrl + Bs,so—s,tes,t+1 + ﬁs,wco—wcwc,ﬂrl + Bs,wso_wsws,t+1
(C.34)
where the s are given by:

ﬂs,c = >\7Tsa Bs,m = f'fl,sAl,s 1 - p29017 ﬁs,s = )\7 5s,wc = K1,5A2,s,ca ﬁs,ws = K1,3A2,s,s-

The risk premium for the software claim is

1
Ei (rsut1 —7pe) + B Vary (75441) = — Cov, (mf+17 7’s,t+1)

= ﬁs,wc)\wc()—ic + (ﬁs,t:)\c + ﬁs,x)\x) Jit

(C.35)

Finally, adjusting for the Jensen’s terms, we obtain an expression for the ex ante expected
excess returns:

1 1 1
Et (rs,t—Q—l - Tf,t) = (65,0)\0 + 63,:0/\90 - 5 5270 - 553,3@) O_it + (ﬁs,wc)\wc - 5 iwc> OE;C

1 1
- 5/352,50§¢ - 5532,%035
(C.36)
The ex post excess returns, rg.41 — 754, are calculated by subtracting the risk-free rate
in equation (C.28) from the return equation in (C.30). We define the « as the difference
between the sample average of the ex post excess returns and the ex ante expected excess
returns, where the sample average is denoted by the expectations operator with a T’
subscript, Ep:
a=Er[rsis1 —7p) — Er [Er (rspe1 — 7p4)] - (C.37)

In the model section, we present results for Er [rs 111 — 7¢4], Er [Et (75041 — 74)], and a.
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C.6  Supplementary figures and tables

Fig. C.1. Realized Growth Rates
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Notes: The top panel displays the quarterly revenue growth series for software and non-software
companies from 1959Q4 to 2023Q4. To highlight the low-frequency trends, the lower left panel presents
these series smoothed using a 3-year rolling window. The lower right panel depicts the real per capita
consumption growth series, which is available at a monthly frequency. To facilitate comparison, we
annualize the quarterly series and present them in percent by multiplying by 400, while we annualize
the monthly series and present them in percent by multiplying by 1200.
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Table C.1. Initial Belief Distribution in 1996Q1

Prior
Parameter Distribution 1% 50% 99%
Consumption growth process
e X 100% N 0.16 0.18 0.19
) NT 0.87 0.94 1.00
Pz N 0.60 0.65 0.70
o x 100% Y 0.19 0.28 0.43
Ph, NT 0.74 0.97 1.00
oy x 100% gAY 0.09 0.30 1.97
Non-software growth process
ns X 100% N 0.71 0.75 0.78
Dns N 10.48 11.00 11.53
Tns N 0.15 0.20 0.25
Pns N 1.16 1.50 1.84
Phins NT 0.73 0.97 1.00
a,%ns x 100% yAY 0.09 0.30 1.97
Software growth process
s X 100% N 0.72 0.75 0.78
Os N 10.50 11.01 11.52
s N 0.15 0.20 0.25
Ps N 1.15 1.50 1.85
Ph, NT 0.73 0.97 1.00
op % 100% vaY 0.09 0.30 1.98
Consumption measurement error
o x 100% g 0.12 0.17 0.27
ad x 100% 76 0.06 0.09 0.15

Notes: This table presents the initial belief distribution assumed 1996:Q1. N, N7, and ZG are normal,
truncated (outside of the interval (—1,1) ) normal, and inverse gamma distributions, respectively.
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Fig. C.2. Evolution of the Parameter Estimates
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Notes: The figure shows the evolution of the posterior median estimates along with the 98% confidence
intervals between 1996Q1 and 2023Q4.

Fig. C.3. Stochastic Volatility Estimates
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Notes: This figure shows the stochastic volatility estimates for software (o), non-software (o,,s¢), and
consumption growth (o), along with the 90% confidence intervals. NBER recession dates are indicated
by gray shaded bars. The figure spans the period from January 1996 to December 2023.
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Table C.2. One-Period P-Values of Updated Beliefs Given Priors

5-year snapshots

Parameter 1996 2000 2005 2015 2020 2023 min mean max

Consumption growth process

e 1.00 0.54 0.64 0.39 0.50 0.46 0.20 0.54 1.00
p 0.31 0.46 0.47 0.60 0.42 0.51 0.30 0.47 0.65
. 0.36 0.27 0.43 0.89 0.25 0.28 0.02 0.48 0.99
o 0.96 0.34 0.18 0.43 0.52 0.43 0.17 0.43 0.96
Phe 0.39 0.49 0.50 0.50 0.50 0.50 0.39 0.50 0.51
0,2% 0.12 0.37 0.41 0.36 0.35 0.36 0.12 0.36 0.49
Non-software growth process
Lns 0.31 0.45 0.70 0.62 0.57 0.52 0.16 0.49 0.71
Ons 0.74 0.51 0.64 0.69 0.73 0.87 0.12 0.59 0.91
Tns 0.53 0.49 0.52 0.46 0.55 0.47 0.42 0.51 0.64
Ons 0.85 0.89 0.41 0.07 0.67 0.41 0.02 0.48 0.96
Phye 0.39 0.50 0.50 0.50 0.50 0.50 0.39 0.50 0.53
a%m 0.43 0.32 0.29 0.28 0.34 0.41 0.01 0.38 1.00
Software growth process
s 0.35 0.46 0.24 0.57 0.55 0.47 0.16 0.47 0.86
s 0.48 0.57 0.19 0.50 0.65 0.41 0.10 0.57 0.99
Ts 0.50 0.57 0.52 0.51 0.47 0.57 0.45 0.53 0.64
Vs 0.35 0.59 0.37 0.13 0.36 0.34 0.01 0.48 0.98
Ph, 0.39 0.51 0.51 0.50 0.50 0.51 0.39 0.50 0.53
U%S 0.43 0.32 0.29 0.28 0.34 0.40 0.01 0.38 1.00
Consumption measurement error
O 0.20 0.35 0.50 0.41 0.36 0.36 0.20 0.43 0.65
od 0.00 0.62 0.91 0.40 0.51 0.41 0.00 0.45 0.93

Notes: This table presents the one-period p-values for each model parameter in ©, given the corresponding
prior at time ¢. To compute these p-values, we simulated draws from the time ¢ prior distribution of
each parameter in © and calculated the percentage of these draws that exceed the posterior median
at time ¢ + 1. Columns 1 through 6 provide 5-year snapshots of these one-period p-values. The last
three columns report the minimum, mean, and maximum values of these p-values over the entire sample
period.
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C.7 Alternative initial beliefs

This section presents results for three alternative assumptions about agents’ initial beliefs
in our model.

Section C.7.1 examines agents with more dispersed initial beliefs about ©. We center
the 1996 median beliefs about software around non-software beliefs, but allow a wider
distribution of initial beliefs, though not wide enough to encompass the 2023 posterior
median values. Section C.7.2 extends this approach, centering beliefs similarly but
allowing an even wider distribution that does encompass the 2023 posterior median
values. Finally, Section C.7.3 directly sets the initial beliefs in 1996 equal to the posterior
median estimates in 2023, effectively endowing agents with perfect foresight about the
end-of-sample parameters.

C.7.1  Loose initial beliefs
Fig. C.4. Biases in Model-Implied Forecasts: Loose Initial Beliefs
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Notes: This figure shows the average model-implied forecast bias for every quarter in our sample for
software companies, and all non-software companies. Each line in the figure represents the model-implied
average forecast error across simulations for the current quarter and the subsequent three quarters.
NBER recession dates are indicated by gray shaded bars.
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Table C.3. Initial Belief Distribution in 1996Q1

: Loose Initial Beliefs

Prior
Parameter Distribution 1% 50% 99%
Consumption growth process
e X 100% N 0.16 0.18 0.19
) NT 0.87 0.94 1.00
Pz N 0.60 0.65 0.70
o x 100% Y 0.19 0.28 0.43
Ph, NT 0.74 0.97 1.00
oy x 100% gAY 0.09 0.30 1.97
Non-software growth process
tns X 100% N 0.69 0.75 0.81
Dns N 10.14 11.00 11.88
Tns N 0.15 0.20 0.25
Pns N 1.16 1.50 1.84
Phins NT 0.73 0.97 1.00
a,%ns x 100% yAY 0.09 0.30 1.97
Software growth process
s X 100% N 0.69 0.75 0.81
Os N 10.16 11.01 11.86
s N 0.15 0.20 0.25
Ps N 1.15 1.50 1.85
Ph, NT 0.73 0.97 1.00
op % 100% vaY 0.09 0.30 1.98
Consumption measurement error
o x 100% g 0.12 0.17 0.27
ad x 100% 76 0.06 0.09 0.15

Notes: This table presents the initial belief distribution assumed 1996:Q1. N, N7, and ZG are normal,
truncated (outside of the interval (—1,1) ) normal, and inverse gamma distributions, respectively.
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Table C.4. Forecast Anomalies: Loose Initial Beliefs

Software Non-software
Forecast horizon in quarters Forecast horizon in quarters
1 2 3 4 1 2 3 4
A. Bias
Model 0.46 1.05 1.63 2.19 -0.17  -0.40 -0.63  -0.89
[1.78] [1.75] [1.72] [1.67] [-1.64] [-1.64] [-1.58] [-1.53]
Data consensus  2.21 1.78 221 294 1.54 0.03 -1.41 -2.25
(6.88] [2.69] [2.16] [2.06] [7.15]  [0.08] [-2.36] [-2.98]
Data individual 2.70 2.52 2.79 3.18 1.32 0.35 -0.01 0.11
[13.69] [5.99] [4.34] [3.98] [7.42] [0.83] [-0.02] [0.15]
B. Autocorrelation
Model 0.31 060 042 0.37 0.43 0.27 0.07 -0.09
[2.03] [5.44] [2.15] [1.54] [6.35] [2.07] [0.32] [-0.52]
Data consensus 0.39 0.21 0.08 0.04 0.09 0.08 0.07 0.08
[3.09] [4.10] [3.10] [1.36] [6.58] [5.56] [4.60]  [4.76]
Data individual 0.32  0.23 0.17 0.12 0.26 0.21 0.18 0.13
[5.79] [6.90] [5.46] [2.92] [15.44] [11.40] [7.01]  [4.90]
C. Mincer-Zarnowitz
Model 1.13  1.11 1.05 0.98 1.06 1.00 0.93 0.82
[0.61] [0.44] [0.20] [-0.08] [1.03] [0.03] [-0.74] [-1.60]
Data consensus  0.98 092 091 0.88 0.86 0.85 0.83 0.81
-0.86] [-2.37] [-2.68] [-1.73] [-16.14] [-14.69] [-13.36] [-8.66]
Data individual 0.97  0.92 0.95 1.01 0.83 0.82 0.82 0.78
[-2.98] [-3.77] [-1.99] [0.17]  [-16.52] [-16.24] [-15.66] [-11.79]
D. Coibion-Gorodnichenko
Model -0.08 0.00 0.07 0.16 0.31 0.47
[-0.96] [0.03] [0.68] [1.92] [2.80] [4.75]
Data consensus 0.13  0.24  0.28 0.07 0.13 0.15
[8.37] [7.65] [6.22] [6.07]  [5.23]  [6.04]
Data individual 0.13 0.18  0.20 0.08 0.15 0.18
6.62] [4.38] [4.09] [5.95]  [4.00]  [4.58]

Notes: This table presents four different tests of forecast rationality using model-implied forecasts,
analyst consensus forecasts, and forecasts by individual analysts. The model-implied forecasts are derived
using posterior median estimates. The t-statistics, presented in brackets, are relative to the following
hypotheses: Bias = 0, Autocorrelation = 0, Mincer-Zarnowitz = 1, and Coibion-Gorodnichenko = 0.
For the model-implied moments, Newey-West standard errors are used with the lag length selected as
L= (1.3 X Tl/ﬂ. For the data moments, standard errors are clustered by both firm and date. The
forecast horizons are in quarters, and the forecast errors and forecast revisions used in the tests are
expressed in percent. The sample spans from 1996Q1 to 2023Q3.
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Table C.5. Performance Evaluation and Alphas: Loose Initial Beliefs

Software Non-software
Data Data
Name EW VW Model EW VW Model
Er (rit41) 18.54 15.67 7.95 10.93 9.95 4.50
Er(rig+1—1fe) 16.44 13.57 6.06 8.83 7.86 2.61
Br (B (rigs1 —rpe)) 1073 9.31 4.07 927  8.44 4.02
o 5.71 4.27 1.99 -0.44 -0.58 -1.41

Notes: This table reports asset pricing moments from the data and as implied by the model for both
software and non-software companies. We report average ex post returns, Ep (7,:41), average ex post
excess returns, Ep (r;;41 —ry:), average ex ante excess returns, Ep (E; (rit+1 —rf+)), and alphas,
«, where Ep denotes the sample average. For the data moments, we report these values using both
equally-weighted (EW) and value-weighted portfolios (VW). To compute the average ex ante excess
returns and alphas, we employ the Fama-French three-factor model. For the model-implied moments, we
use the posterior median estimates and fix the preference parameters to v = 10, § = 0.999, and ¢ = 1.5.
In both the model and the data, the frequency is monthly, and we report annualized values.
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C.7.2  Very Loose initial beliefs
Fig. C.5. Biases in Model-implied Forecasts: Very Loose Initial Beliefs
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Notes: This figure shows the average model-implied forecast bias for every quarter in our sample for
software companies, and all non-software companies. Each line in the figure represents the model-implied
average forecast error across simulations for the current quarter and the subsequent three quarters.
NBER recession dates are indicated by gray shaded bars.
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Table C.6. Initial Belief Distribution in 1996Q1: Very Loose Initial Beliefs

Prior
Parameter Distribution 1% 50% 99%
Consumption growth process
e X 100% N 0.16 0.18 0.19
p NT 0.87 0.94 1.00
P N 0.60 0.65 0.70
o x 100% g 0.19 0.28 0.43
Ph. NT 0.74 0.97 1.00
op % 100% gAY 0.09 0.30 1.97
Non-software growth process
fins X 100% N 0.58 0.75 0.93
Ons N 5.84 11.01 16.26
Ths N 0.04 0.20 0.36
Pns N 0.37 1.49 2.64
Phone NT 0.73 0.97 1.00
a}%ns x 100% 16 0.09 0.30 1.97
Software growth process
s X 100% N 0.58 0.75 0.92
Os N 5.96 11.05 16.18
Ts N 0.04 0.20 0.35
Ps N 0.34 1.51 2.65
Ph, NT 0.73 0.97 1.00
op_ % 100% 16 0.09 0.30 1.98
Consumption measurement error
oe X 100% g 0.12 0.17 0.27
ol x 100% e 0.06 0.09 0.15

Notes: This table presents the initial belief distribution assumed 1996:Q1. N, N7, and ZG are normal,
truncated (outside of the interval (—1,1) ) normal, and inverse gamma distributions, respectively.
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Table C.7. Forecast Anomalies: Very Loose Initial Beliefs

Software Non-software
Forecast horizon in quarters Forecast horizon in quarters
1 2 3 4 1 2 3 4
A. Bias
Model 0.40 088 132 1.72 -0.14  -0.34  -0.57  -0.83

[1.80] [1.71] [1.57] [1.43] [-1.94] [-2.15] [-2.16] [-2.02]
Data consensus 2.21 1.78  2.21 2.94 1.54 0.03 -1.41 -2.25
(6.88] [2.69] [2.16] [2.06] [7.15]  [0.08] [-2.36] [-2.98]
Data individual 2.70 2.52 2.79 3.18 1.32 0.35 -0.01 0.11
[13.69] [5.99] [4.34] [3.98] [7.42] [0.83] [-0.02] [0.15]
B. Autocorrelation
Model 0.29 044 037 0.28 0.47 0.28 0.06 -0.10
[2.43] [2.66] [2.04] [1.20] [4.39] [2.45] [0.42] [-0.90]
Data consensus  0.39 0.21 0.08 0.04 0.09 0.08 0.07 0.08
[3.09] [4.10] [3.10] [1.36] [6.58] [5.56] [4.60]  [4.76]
Data individual 0.32  0.23  0.17 0.12 0.26 0.21 0.18 0.13
[5.79] [6.90] [5.46] [2.92] [15.44] [11.40] [7.01]  [4.90]
C. Mincer-Zarnowitz
Model 1.22 1.26 123 1.18 1.04 1.04 1.01 0.94
[1.97] [1.67] [1.32] [0.91] [1.30] [0.94] [0.14] [-0.67]
Data consensus  0.98 092 091 0.88 0.86 0.85 0.83 0.81
-0.86] [-2.37] [-2.68] [-1.73] [-16.14] [-14.69] [-13.36] [-8.66]
Data individual 0.97  0.92 0.95 1.01 0.83 0.82 0.82 0.78
[-2.98] [-3.77] [-1.99] [0.17]  [-16.52] [-16.24] [-15.66] [-11.79]
D. Coibion-Gorodnichenko

Model -0.13  0.00 0.15 0.02 0.12 0.27
-1.42] [0.06] [2.03] [0.72]  [2.40]  [3.66]
Data consensus 0.13 0.24 0.28 0.07 0.13 0.15
[8.37] [7.65] [6.22] [6.07]  [5.23]  [6.04]
Data individual 0.13 0.18  0.20 0.08 0.15 0.18
6.62] [4.38] [4.09] [5.95]  [4.00]  [4.58]

Notes: This table presents four different tests of forecast rationality using model-implied forecasts,
analyst consensus forecasts, and forecasts by individual analysts. The model-implied forecasts are derived
using posterior median estimates. The t-statistics, presented in brackets, are relative to the following
hypotheses: Bias = 0, Autocorrelation = 0, Mincer-Zarnowitz = 1, and Coibion-Gorodnichenko = 0.
For the model-implied moments, Newey-West standard errors are used with the lag length selected as
L= (1.3 X Tl/ﬂ. For the data moments, standard errors are clustered by both firm and date. The
forecast horizons are in quarters, and the forecast errors and forecast revisions used in the tests are
expressed in percent. The sample spans from 1996Q1 to 2023Q3.
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Table C.8. Performance Evaluation and Alphas: Very Loose Initial Beliefs

Software Non-software
Data Data
Name EW VW Model EW VW Model
Er (rit41) 18.54 15.67 5.17 10.93 9.95 2.45
Er(rig+1—1fe) 16.44 13.57 3.22 8.83 7.86 0.50
Er (Bt (Tig41 —754)) 10.73 9.31 3.63 9.27 8.44 3.75
o 5.71 4.27 -0.41 -0.44 -0.58 -3.25

Notes: This table reports asset pricing moments from the data and as implied by the model for both
software and non-software companies. We report average ex post returns, Ep (7,:41), average ex post
excess returns, Ep (r;;41 —ry:), average ex ante excess returns, Ep (E; (rit+1 —rf+)), and alphas,
«, where Ep denotes the sample average. For the data moments, we report these values using both
equally-weighted (EW) and value-weighted portfolios (VW). To compute the average ex ante excess
returns and alphas, we employ the Fama-French three-factor model. For the model-implied moments, we
use the posterior median estimates and fix the preference parameters to v = 10, § = 0.999, and ¢ = 1.5.
In both the model and the data, the frequency is monthly, and we report annualized values.
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C.7.8 Look-ahead initial beliefs
Fig. C.6. Biases in Model-implied Forecasts: Look-Ahead Initial Beliefs
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Notes: This figure shows the average model-implied forecast bias for every quarter in our sample for
software companies, and all non-software companies. Each line in the figure represents the model-implied
average forecast error across simulations for the current quarter and the subsequent three quarters.
NBER recession dates are indicated by gray shaded bars.
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Table C.9. Initial Belief Distribution in 1996Q1: Look-Ahead Initial Beliefs

Prior
Parameter Distribution 1% 50% 99%
Consumption growth process
e X 100% N 0.08 0.09 0.10
p NT 0.87 0.94 1.00
o N 0.65 0.71 0.76
o x 100% g 0.13 0.19 0.30
Ph. NT 0.76 0.99 1.00
op % 100% gAY 0.38 1.26 8.35
Non-software growth process
fns X 100% N 0.76 0.80 0.84
Dns N 6.09 6.39 6.69
Tns N 0.11 0.14 0.17
©Ons N 1.62 2.09 2.57
Phin NT 0.76 1.00 1.00
op  x100% Ay 0.08 0.26 1.74
Software growth process
s X 100% N 0.85 0.89 0.93
bs N 6.53 6.84 7.16
Ts N 0.07 0.09 0.11
Ps N 1.71 2.23 2.74
Ph. NT 0.76 1.00 1.00
op % 100% 76 0.08 0.26 1.75
Consumption measurement error
o x 100% g 0.09 0.13 0.20
ol x 100% G 0.07 0.10 0.17

Notes: This table presents the initial belief distribution assumed 1996:Q1. N, N7, and ZG are normal,
truncated (outside of the interval (—1,1) ) normal, and inverse gamma distributions, respectively.
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Table C.10. Forecast Anomalies: Look-Ahead Initial Beliefs

Software Non-software
Forecast horizon in quarters Forecast horizon in quarters
1 2 3 4 1 2 3 4
A. Bias
Model 042 099 159 219 -0.13  -0.29  -0.42  -0.56

[1.57] [1.56] [1.55] [1.54] [-1.28] [-1.18] [-1.05] [-0.96]
Data consensus 2.21 1.78  2.21 2.94 1.54 0.03 -1.41 -2.25
(6.88] [2.69] [2.16] [2.06] [7.15]  [0.08] [-2.36] [-2.98]
Data individual 2.70 2.52 2.79 3.18 1.32 0.35 -0.01 0.11
[13.69] [5.99] [4.34] [3.98] [7.42] [0.83] [-0.02] [0.15]
B. Autocorrelation
Model 0.41 0.59 050 041 0.37 0.27 0.10 -0.08
[3.81] [4.27] [2.84] [1.76] [4.14]  [1.79]  [0.51]  [-0.45]
Data consensus  0.39 0.21 0.08 0.04 0.09 0.08 0.07 0.08
[3.09] [4.10] [3.10] [1.36] [6.58] [5.56] [4.60]  [4.76]
Data individual 0.32  0.23  0.17 0.12 0.26 0.21 0.18 0.13
[5.79] [6.90] [5.46] [2.92] [15.44] [11.40] [7.01]  [4.90]
C. Mincer-Zarnowitz
Model 124 124 117 1.08 1.05 1.02 0.95 0.85
[1.17] [0.86] [0.59] [0.29] [0.94] [0.23] [-0.40] [-1.12]
Data consensus  0.98 092 091 0.88 0.86 0.85 0.83 0.81
-0.86] [-2.37] [-2.68] [-1.73] [-16.14] [-14.69] [-13.36] [-8.66]
Data individual 0.97  0.92 0.95 1.01 0.83 0.82 0.82 0.78
[-2.98] [-3.77] [-1.99] [0.17]  [-16.52] [-16.24] [-15.66] [-11.79]
D. Coibion-Gorodnichenko

Model -0.04 0.16 0.31 0.16 0.40 0.61
[-0.40] [1.90] [1.83] [2.30] [2.94] [4.31]
Data consensus 0.13 0.24 0.28 0.07 0.13 0.15
[8.37] [7.65] [6.22] [6.07]  [5.23]  [6.04]
Data individual 0.13 0.18  0.20 0.08 0.15 0.18
6.62] [4.38] [4.09] [5.95]  [4.00]  [4.58]

Notes: This table presents four different tests of forecast rationality using model-implied forecasts,
analyst consensus forecasts, and forecasts by individual analysts. The model-implied forecasts are derived
using posterior median estimates. The t-statistics, presented in brackets, are relative to the following
hypotheses: Bias = 0, Autocorrelation = 0, Mincer-Zarnowitz = 1, and Coibion-Gorodnichenko = 0.
For the model-implied moments, Newey-West standard errors are used with the lag length selected as
L= (1.3 X Tl/ﬂ. For the data moments, standard errors are clustered by both firm and date. The
forecast horizons are in quarters, and the forecast errors and forecast revisions used in the tests are
expressed in percent. The sample spans from 1996Q1 to 2023Q3.
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Table C.11. Performance Evaluation and Alphas: Look-Ahead Initial Beliefs

Software Non-software
Data Data
Name EW VW Model EW VW Model
Er (rit41) 18.54 15.67 9.08 10.93 9.95 5.63
Er(rig+1—1fe) 16.44 13.57 7.33 8.83 7.86 3.87
Er (Bt (Tig41 —754)) 10.73 9.31 5.34 9.27 8.44 5.09
o 5.71 4.27 1.98 -0.44 -0.58 -1.22

Notes: This table reports asset pricing moments from the data and as implied by the model for both
software and non-software companies. We report average ex post returns, Ep (7,:41), average ex post
excess returns, Ep (r;;41 —ry:), average ex ante excess returns, Ep (E; (rit+1 —rf+)), and alphas,
«, where Ep denotes the sample average. For the data moments, we report these values using both
equally-weighted (EW) and value-weighted portfolios (VW). To compute the average ex ante excess
returns and alphas, we employ the Fama-French three-factor model. For the model-implied moments, we
use the posterior median estimates and fix the preference parameters to v = 10, § = 0.999, and ¢ = 1.5.
In both the model and the data, the frequency is monthly, and we report annualized values.
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